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PREFACE

Globalisation, privatisation and digitalization today have dramatically
reshaped the education system in India and have created tremendous
opportunities for internationalisation, especially transnational or cross-
border education. Various educational institutions have partnered with
foreign institutions to provide best form of education to the students.
However, many challenges and obstacles are being faced in the strategic
planning and the mechanics of bringing internationalization of the
education system into action. We wish to discuss and deliberate on the
dynamics of Internationalisation of Higher Education in the country and

across borders.

St. Anne’s College of Engineering and Technology feels proud in its
consistent progress to introduce the First international Conference on
Research and Development in Science, Engineering and Technology
(ICRDSET ’21) on 5th March, 2021. ICRDSET 21 aims to bring together
leading academic scientists, researchers and research scholars to share and
exchange their experiences and research results on various aspects
of Science, Engineering and Technology. It also provides an
interdisciplinary platform for policy makers, top managers, researchers,
practitioners and educators to present and discuss the most recent
innovations, trends, and concerns as well as practical challenges
encountered and the solutions adopted in the fields of Science, Engineering
and Technology. ICRDSET 21 assures to be both informative and
stimulating with a wonderful array of keynote and contributions of

eminent speakers from all over the world.

This conference is jointly organized by the Departments of Mechanical
Engineering, Electrical and Electronics Engineering, Electronics and
Communication Engineering, Computer Science and Engineering and
Science and Humanities in association with Institution's Innovation Council

(IIC), Indian Society for Technical Education (ISTE).



The proceedings of the conference are published with ISSN. It is
believed that the research papers included in these proceedings will create a
solid background for useful discussions during the conference and for
further research. It is also hoped that these proceedings will provide
valuable reference material and a source of information on academic
achievements and current debate in Engineering and Technology education.
After peer review, the editorial board selected 162 papers from the 200
papers submitted. The selected papers covered a wide range of topics:
Advance Trends in Intelligent Materials, Recent Methods in Manufacturing,
Al and Deep Learning, cyber security, IoT and Networking, 5G wireless
Communication, Smart agriculture/health sector, Smart Grid technology,
Renewable energy Engineering, New functional materials and Recent

Advancements in Applied Mathematics.

All the presentations were much impressive with high level of
professionalism, and in many cases original ideas and activities have been
proposed and accomplished in various respect. Efforts taken by peer
reviewers contributed to improve the quality of papers through constructive
and critical comments; improvements and corrections to the authors are
gratefully appreciated. We are very grateful to the International/National
advisory committee, Session Chairs who selflessly contributed to the
success of the conference. The organizing committee likes to congratulate all
the authors for their interests and efforts. The committee thanks all the

participants for their support in making the conference a great success.
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MESSAGE FROM CHIEF GUEST

A heartfelt congratulations is in order to the St. Anne’s College of
Engineering and Technology for organizing a conference on research and
development in science, engineering and technology, particularly bringing
together great minds in the field of science and engineering. The conference
has all major research clusters covered in various tracks where the various
scientific and engineering field come together to offer solutions to a better

world.

In this challenging time while we are still facing the Covid-19
pandemic, it is encouraging to connect and interact with participants online.
The presentations and discussions with every participant will definitely
result in further development of the solutions presented here. I am confident
in the fruitful outcome of this event, and I wish the organizers the best for

the success of the conference.

Dr. Muhammad Rafiq Mirza Bin Julaihi

Swinburne University of Technology

Malaysia




MESSAGE FROM SECRETARY’S DESK

In this globalised and technological scenario, knowledge as power, quality
education, super-fast communication systems, and higher-level jobs have been
some of the concepts which direct the world. In this context, St. Anne’s College of
Engineering and Technology, a distinguished centre for modern learning, aims at
character formation, excellence in teaching, learning, research and placement,
empowerment of rural youth, and has grown in all directions with its Motto: To
Build a Holistic Society. The commitment and continuous hard work of our Faculty
instill originality and creativity in teaching, learning and research and one such
fruit of their effort results in conducting an International Conference on
Research and Development in Science, Engineering and Technology 2021
(ICRDSET’21) every year. I deem it a great joy to congratulate the Principal,
organizers, committee members and all the Faculty and Non-teaching staff for their
involvement and cooperation to conduct this ICRDSET. This International
Conference, ICRDSET 21, provides ample opportunity to the Faculty, Industrialists
and Students to exhibit their research articles, share and exchange their views and
aspirations and learn novel methods and approach in their respective field. I
congratulate all the eminent Faculty and erudite Scholars as well as the young
Engineering Students from various Institutions who contributed for the
Proceedings of the ICRDSET which comprises the articles with novel themes like
Cloud, Soft and Green Computing, [oT and Networking, Smart Grid, Renewal
Energy Systems, Computational Field Dynamics, Designing Tool and Cutting
Materials, Composite Materials, Alternative Fuels, VLSI, Medical Signal Processing,
Advanced Antennas, Environment Science, Crystalline Materials, Material Science
and Chemistry, Mathematical Analysis and English Language Teaching
Methodology. I wish and pray for the fruitful deliberation of this Conference. May
the Lord Almighty inspire and enrich every participant to acquire more wisdom,

insight and knowledge through this Conference!

Rev. Sr. Dr. Y. Yesu Thangam, S.A.T.

Secretary
St. Anne’s College of Engineering and Technology




MESSAGE FROM PRINCIPAL

It gives me immense pleasure that St. Anne’s College of Engineering
and Technology is organizing an International Conference on Research and

development in Science, Engineering and Technology on March 5th, 2021.

Research activities across all the Engineering fields pave the way for
the industrial world to strive forward with huge advancements. St. Anne’s
CET provides an opportunity for sharing knowledge, innovative ideas and to
have interaction intensively in the thrust areas of Mechanical, Electrical and
Electronics, Electronics and Communication and Computer Science among
researchers, academicians, industrialist and Scientists in various fields of

Science, Engineering and Technology.

The eminent key note speakers will cover the reality of recent
developments in research in their domain from different perspectives. The
proceeding of the conference will help the next generation researchers to

gain insight in their area of interest.

I congratulate the organizing team, staff members, students,
participants from the host and other institutions for their efforts in
organizing and participating in this conference and wish the conference all

the success.

Dr. R. Arokiadass, M.E., Ph.D.,

Principal

St. Anne’s College of Engineering and Technology




MESSAGE FROM VICE-PRINCIPAL

St. Anne’s College of Engineering and Technology has borne the
mantle of excellence, committed to ensure the students their own space to
learn, grow and broaden their horizon of knowledge by indulging into diverse
spheres of learning. In our endeavor to raise the standards of discourse, we
continue to remain aware in order to meet with the changing needs of our

stakeholders.

Research activities across all the engineering fields pave the way for
the industrial world to strive forward with huge advancements. As an
educational institution, encouragement and support to research can be
provided by establishing a suitable platform for the research community, to
interact with each other and to share the knowledge. Having this objective,
an International Conference on Research and Development in Science,
Engineering and Technology - 2021 has been planned to provide the
learning experience to all the participants. The Conference aims to bring
different ideologies under one roof and provide opportunities to exchange
ideas face to face, to establish research relations and to find global partners

for future collaboration.

Sessions on different domains, key note addresses from eminent
professors and opportunity to network with the researchers will help the
participants immensely in their research career. This proceeding of the
conference has been documented with utmost care. I believe strongly that,

this will stand as a great source of knowledge to all the researchers.

I would like to congratulate the organising team, staff, and the

students for their contribution in successfully organising this event.

Sr. Punitha Jilt, sAT

Vice Principal and Head
Department of Computer Science and Engineering
St. Anne’s College of Engineering and Technology
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Abstract

Corona Virus Disease 2019 (Covid-19) virus is a communicable disease. Currently most of the pharmacological
researchers revealed the vaccine to prevent Covid-19 infection. However, the vaccine distribution has got many challenges
like identification of distribution centre and providing preferences to the people based on the affected cases in a particular
area including front line staff members. In the proposed work, researchers identified a novel machine learning model that
can be used by the required authorities to vaccinate the people based on the prioritization of populations and corona
affected cases recorded in a particular area. Researchers designed a novel COVA clustering algorithm by improving the
pitfalls present in the K-Means Clustering. Areas present in the locations are identified as nodes. The proposed approach
calculates the centroid of the cluster by considering both the distance and correlation between the nodes.

Keywords: Covid-19, Correlation, COVA clustering algorithm, K-Means Clustering.

1 Introduction

Corona Virus Disease 2019 (Covid-19) is caused by the coronavirus believed to be emerged from China during
December 2019 [8]. Certain symptoms like cough, fever, shortness of breath or trouble in breathing, muscle or
frame aches, sore throat, loss of flavour or scent, diarrhea, severe headache, new fatigue, nausea and congestion
or runny nostril. It can be an intense, and a few instances lead to severe outcome like death [4]. Initial stage of the
viral infection is tough to be identified through laboratory test. Receiving a Covid-19 vaccine can help and defend
by using growing an antibody reaction for body [5]. The vaccine may prevent from receiving Covid-19. In receipt
of vaccination perhaps protect the human beings, predominantly from the elevated hazards mentioned for the
disease [3].Physicians and other officials stay on the front line of the nation’s battle towards this critical pandemic
[18]. Healthcare personnel’s race and ethnicity, underlying fitness conditions, occupation type, and activity
putting can make a contribution to their hazard of acquiring Corona thereby facing severe outcomes [6]. By means
of supplying crucial care to people infected with the virus, front line staff members have an extreme threat of
being exposed to the atmosphere frequently [17]. Given the evidence of on-going Covid-19 persevered safety
measures such as complete lock downs, work at home inside the community stays a country wide priority [7, 20].
However priority in vaccination needs to be provided by considering the boundless contributions provided by the
people working in health care sectors and other essential government divisions.

Most of the applications which include genes information, text categorization, photograph retrieval and

data retrieval include sizable amounts of multivariate records in phrases of times and attributes. This huge records
quantity a way outpaces human’s potential to apprehend and take care of it [9, 19]. Information mining challenge
performs a vital position to discover patterns in such big volume of information. Its miles challenging for device
learning to discover relevant and non-redundant information from the packages, which includes hundreds to
thousands of attributes and greater multifaceted information acquire at a remarkable speed [10].
It involves routinely discovering natural grouping in records. In contrast to supervised getting to know (like
predictive modelling), clustering algorithms best interpret the enter records and locate natural agencies or clusters
in characteristic area [11]. A cluster is frequently an area of density in the characteristic space where examples
from the domain (observations or rows of data) are in the direction of the cluster than other clusters. The cluster
may additionally have a centre (the centroid) that is a sample or a point feature area and might have a boundary
or extent [12]. Clustering may be beneficial as a facts analysis pastime so that you can examine greater
approximately the hassle domain, so-called sample discovery or know-how discovery. Clustering can also be
useful as a form of feature engineering, where existing and new examples may be mapped and categorized as
belonging to one of the diagnosed clusters in the facts [13]. Most of the algorithms use similarity or distance
measures between examples within the function area so as to find out dense areas of observations. As such, it's
far regularly right practice to scale statistics previous to the usage of clustering algorithms [14].
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2 Materials and Methods

In this work, researchers collected the data by considering the population census and corona affected people in
the Tamilnadu state provision present in India. The collected data contains the number of districts in Tamilnadu,
strength of the people in town/municipality and corona affected cases [1, 2]. The description of the dataset for few
districts are given in the Table 1.The population census of selected district based on town/municipality and corona
affected cases for all the districts in Tamilnadu are retrieved from the Kaggle repository [15].

Table 1: Sample Dataset Collection

District Status Population Corona Affected

Census cases

Ariyalur Municipality 28902 1822
Ariyalur Town 12688 2732
Coimbatore Municipality 95924 19312
Coimbatore Town 20122 28967
Cuddalore Municipality 46678 9662
Cuddalore Town 16289 14494
Dharmapuri Municipality 68619 2414
Dharmapuri Town 12705 3621
Dindigul Municipality 207327 4092

A new COVA clustering model is applied to identify the distribution centre effectively. In this model
clustering the areas to a particular centre was done. Based the Euclidean distance and severity of affected people,
the areas in Tamilnadu is clustered effectively. After clustering the areas the distribution centre is identified for
the both Town/Municipality. Then the correlation between the population census and corona affected cases is
identified to prioritize the particular area in a cluster. The following workflow Figure.1 shows the COVA
clustering model. The following formula (1) is used for identifying the distance where c and p represents the two
points in a plane.

distance = m v

[ Develop a Dataset ]

J

Identify distance and

correlation (Population Vs
Affected cases)

4

[ Identify Distribution center ]

Calculate the severity of
affected cases
Prioritize the areain
Tamilnadu

[ Test the model

Figure 1: Working flow of COVA Clustering
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3 Results and Discussion

Based on the distance and correlation between the population census and affected cases there are three distribution
centre is identified initially [22]. The identification of the distribution centres varied randomly based on the
facilities of frozen container with the government [16].

The following figure 2 shows the distribution of Population census in Tamilnadu and Figure 3 shows the
clustering the areas in Tamilnadu. The correlation between Population and corona affected cases is identified
using pair plot and Heat map shown in Figure.4. Prioritize the area in a particular cluster based on the following
Equations 2.In that figure two variables exhibit positive correlation with the same magnitude because the
population censes and corona affected cased in a particular area is considered for correlation.Figure.5 shows the
ranking of each are in Tamilnadu. After applying the COVA Clustering, prioritization of the areas are given in
Figure.6.
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Figure 2: Distribution of data
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District Status PopulationCensus ... cluster correlation Rank
5] Ariyalur M 9.847919 (%] 144.961327 1©.0
1 Ariyalur T 6.812619 (%] 19.2736685 32.8
2 Coimbatore M 8.193837 1 29.544983 30.@
E] Coimbatore T 6.0288604 1 2.880389 52.0
4 Cuddalore M 0.0886621 e 27.733828 31.@
57 Vellore T 0.0824896 5] 6.561228 46.0
58 Viluppuram M 8.899311 ... e 56.528148 22.0
59 Viluppuram T 0.0eg0e8 ... 5] 0.000008 62.0
6@ Virudhunagar M 9.175988@ (%] 189.865282 7.9
61 Virudhunagar T 6.823139 (%] 7.535713 45.8

[62 rows x 9 columns]

Figure 5: Ranking the areas in Tamilnadu
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Figure 6: Prioritize the areas for Vaccine Distribution

4 Conclusion

Covid-19 Vaccine distribution has become a challenging one for any country. There are more challenging tasks
like needs a separate frozen container at particular temperature .Based on the container availability, clustering the
areas in Tamilnadu and identifying the distribution center using COVA Clustering model. The proposed algorithm
uses the distance and correlation between the population census, affected cases and severity of affected people in
a particular area. Finally, the ranking of the each district (Town/Municipality) is identified and prioritize the areas
for vaccine distribution. The proposed model gives the accuracy of 93.4%.
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Enhanced Duck Traveler Optimization (EDTQO) Algorithm with Multilevel
Thresholding, Region of Interest and K-Means Clustering for
Mammogram Image Segmentation to improving Accuracy

!Krishnaveni A, *Shankar R, *Duraisamy S

Abstract

Research about breast cancer consciousness has discovered that social and strict issues imply that ladies don’t get to health
administrations, are reluctant to counsel male specialists despite the fact in their relatives particularly couldn’t discuss with
husbands also. Breast tumor analysis is rarely simple; it is particularly hard when the lady is in her age of 30’s and has recently
begun arranging a future for herself and her family. Hence, a new Meta heuristic Duck traveller optimization algorithm is used
to segment the breast tumor to help the doctors to disease diagnosis. Methods: Selecting the best duck from given duck flock
is an example of optimization. Optimizing the threshold values EDTO based multilevel thresholding (EDTO-MTH) algorithm
is introduced to segmenting the cancer. Desired region of the breast is determined by using EDTO based Region Growing
(EDTO-ROI) to highlighting the tumor region. To improving the segmentation results DTO with K-Means Clustering is
proposed (EDTO-K means). Results: The performance results of EDTO are evaluated by using the quality metrics accuracy,
precision, recall and f-measure. Conclusion: It is assessed that high mortality because of breast tumor in India would
increment throughout the long term. Hence, these calculations discover a terrible requirement for starting essential and
auxiliary counteraction measures for the control of breast tumor in our country.

Keywords: Bio Inspired Algorithm, Enhanced Duck Traveller Optimization, Breast Tumor, Multilevel Thresholding,
Region, Clustering, Segmentation, Accuracy

1 Introduction

One lady gets determined to have breast disease like clockwork in India, and one lady bites the dust of breast
malignant growth at regular intervals, making it the most predominant disease among Indian ladies. Ladies in
India are for the most part analyzed at a later, further developed stage with helpless anticipation. Around 1 of
every 28 ladies is relied upon to create bosom disease during their lifetime. By 2030, bosom disease will cause
most passings among ladies in India than some other illness. Dr.Sanjeev Kanoria said the importance of self
checking mammography for ladies to detect early signs of breast cancer. Cancer of breast with assessed 1.5 lakh
(more than 10%, everything be equal) new cases during 2016, is the main disease generally. Image segmentation
assumes a significant job and is a basic cycle in clinical pictures. An exact and normalized method for breast
tumor division is a basic advance for checking and evaluating bosom malignant growth. Designing such an
accurate and exact breast region segmentation technique remains a difficult issue in digital mammography. The
most well-known manifestation of breast cancer is another lump or mass, yet different side effects are additionally
conceivable. In 2019, an expected 2, 68,600 new instances of obtrusive breast cancer will be analyzed among
ladies and roughly 2,670 cases will be analyzed in men. Roughly 41,760 ladies and 500 men are relied upon to
bite from breast cancer in 2019.

1.1 Image Segmentation

Image Segmentation, the way toward portioning a computerized picture into different fragments, is probably the
most established issue in computer vision. The reason for division is to rearrange or change the portrayal of a
picture into some structure that is simpler and more important to dissect. All in all, the objective of picture division
is to group pixels into striking picture districts, for example, locales relating to singular surfaces, object surfaces,
or other common pieces of articles. The division is generally made by some homogeneity standard. Thus, there
are numerous application fields for picture division, for example, object acknowledgment, impediment limit
assessment, picture pressure, picture altering, and picture recovery. Much of the time, the nature of the division
relies upon the picture. Various methodologies are reasonable for various sorts of pictures. Due to this picture
subordinate trademark. It is unimaginable to expect to discover a division technique which is entirely appropriate
for a wide assortment of pictures.

1.2 Image Thresholding

Thresholding is the easiest methodology of picture division. Initially, thresholding was utilized to make parallel
pictures from a grayscale picture. During the thresholding method, every pixel in a picture is set apart as an article
pixel. On the off chance that its worth is more noteworthy than some limit esteem, it will be treated as a forefront
pixel. Else, it will be treated as foundation pixel. At long last, a double picture is made by setting every pixel
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frontal area or foundation. Truth be told, thresholding is the most essential cycle in picture handling and PC vision.
In any case, this two-level thresholding has numerous limitations in its applications. To all the more adequately
find objects of interest portrayed in a picture, Multilevel Thresholding (MTH) techniques can be arranged into
various gatherings as per the data the calculation controls, for example, histogram shape, entropy, spatial and
object credits.

1.3 Computer Aided Diagnosis

Breast malignancy is one of the main sicknesses that mirrors an uncontrolled development of unusual cells in the
breast. Because of the breast anomalies properties and the idea of the human visual insight, it is characteristic that,
occasionally the anomalies are missed or miss ordered. Accordingly, pointless biopsies are taken. To alleviate this
issue, Computer Aided Diagnosis (CAD) framework has arisen. Disease is a huge issue wherever on the planet.
It is an affliction, which is deadly much of the time and has influenced the existences of numerous and will keep
on influencing the existences of some more. A huge number of grandmas, moms, and little girls succumb to breast
disease consistently. Malignancy is grouped by the different kinds of cell, and in excess of 200 sorts of tumors are
known. Bosom malignant growth is a kind of disease created from the breast muscle, regularly it happens inside
the milk channels or lobules providing the conduits with milk. Breast disease creates in the two people, albeit the
previous is uncommon. In breast, typical cells develop and partition at a specific time yet if there should be an
occurrence of the harmful cells, the cell development is nonstop and uncontrolled as demonstrated in Figure 1.
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Figure 1: Normal cell vs Cancer cell

In India, the surveys say at the year of 2030, the breast cancer sufferer rate greater than before 2, 00,000.

1.4 Dataset (MIAS) & (DDSM)

In this research work, MIAS data set is utilized for the test reason. Absolutely, 322 breast pictures of typical,
microcalcification, mass, generous and dangerous classes are accessible in MIAS information base. All pictures
have a goal of 1024x1024 pixels and 8-bit precision (dark level). Normally, MIAS data set pictures contain
foundation data, pectoral muscle, and different kinds of noises. It is important to eliminate every one of those
undesirable data for better and right investigation and understanding of breast pictures. The data set additionally
contains the data about variation from the norm areas. The areas of irregularities are provided by the MIAS for
each picture thus, a ROI of size 256 x 256 pixels is removed from every unique picture.

The Digital Database for Screening Mammography (DDSM) is another asset for conceivable use by the
mammographic picture investigation research local area. It is a collective exertion between Massachusetts General
Hospital, Sandia National Laboratories and the University of South Florida Computer Science and Engineering
Department. The information base contains roughly 2,500 investigations. Each examination incorporates two
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pictures of each bosom, alongside some related patient data (age at season of study, ACR bosom thickness rating,
nuance rating for anomalies, ACR catchphrase portrayal of variations from the norm) and picture data (scanner,
spatial goal ...). Pictures containing dubious zones have related pixel-level "ground truth" data about the areas and
sorts of dubious districts. Additionally gave are programming both to getting to the mammogram and truth pictures
and for computing execution figures for computerized picture examination calculations.

1.5 Image Preprocessing

Pictures are by and large contaminated by noise. When all is said in done, unwanted things happens because of
different reasons likes flawed instruments, issues with the information securing measure and meddling normal
marvels. Besides, noise is presented by transmission blunders and pressure. The noise picture (Gonzalez and
Woods 2002) is demonstrated and the Equation is given in the accompanying condition

g(a,b) = f(a,b) + n(a,b)

where
f(a, b) — unique picture pixel
n(a, b)- noise
g(a, b) - resulting noisy pixel

Mammogram pictures are hard to decipher therefore, pre processing activity is fundamental to improve the
picture quality. Pre processing plan is a significant advance in clinical picture investigation. Prior to applying any
PC based robotized investigation; pre-preparing steps are regularly executed to improve the picture quality. The
hidden standards behind pre-handling are to make a picture understood and to improve the differentiation of the
picture. In pre-handling stage, the breast is apportioned to improve the quest for irregularities without unnecessary
impact from the foundation of the mammogram and some sifting or editing is cultivated to improve the nature of
the of the picture and to diminish commotion. Pre-handling gives quality improvement in representation and
understanding of clinical pictures.

1.6 Image Enhancement

Picture improvement is a chief assignment in low level picture handling framework and one of the pre-preparing
methods, which upgrades the quality (lucidity) of pictures for human discernment. The objective is to deliver an
appropriate prepared picture for a specific application. The reason for the upgrade of mammogram picture is to
create a solid portrayal of breast tissue structures by improving the differentiation and smothering the noise in
picture.

1.7 Image Segmentation and ROI Selection

Picture division separates a picture into a few portions or locales wherein, each section is outwardly lucid. In this
manner, picture division is characterized as a cycle, which partitions a picture into various districts or portions,
with the end goal that, every area is homogeneous and makes it simpler to dissect them. The objective for division
is to discover and name the vital part in a picture, which gives data about specific realities than the other piece of
the picture. Therefore, certain areas of interest are disconnected from a genuine picture to separate those zones
inside the picture and furthermore to help radiologists in conclusion. Picture division is broadly utilized in distant
detecting, clinical imaging, and so forth Locales of interest are bit of breast pictures, which are utilized by
radiologists to recognize irregularities like microcalcifications (considerate and threatening) and masses (kind and
malignant). The programmed recognition of regions of interest is troublesome. Thus, in this exploration work,
ROI picture is physically edited by utilizing irregularity area, which is accessible in the MIAS data set.

1.8 Feature Extraction

Highlight extraction is a significant segment that chooses execution of CAD. Highlight extraction is additionally
called as depiction. Depiction manages the way toward extricating ascribes, which produce some quantitative data
of interest, to separate one class of items from another. At the point when the info information utilized for control
is unpredictable, at that point it is changed over into a bunch of features called include vector. It is the way toward
gathering picture data, for example, shading, shape, and surface. Highlights contain the proper data of a picture
and it is utilized in the picture handling task (for example looking, recovery, putting away).
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1.9 Feature Selection

Now and then, the first list of capabilities contains repetitive and unessential subtleties. Highlight the feature
choice is important to discover a subset of significant highlights by disposing of excess and unimportant features.
This prompts the better grouping exactness. Highlight positioning and subset determination are the two sorts of
highlight choice strategies.

1.10 Classification

As a rule, classification is the finishing up period of clinical picture preparing procedures, where every single
anonymous example is named to be a category class. Classification task is done dependent on two phases
specifically, preparing and testing stage. In the preparation stage, a preparation informational index is utilized to
foresee the names of a class. In the testing stage, pictures are checked to recognize, regardless of whether it is has
a place with the carcinogenic picture or non-malignant picture, with the assistance of the prepared classifier.

2 Related Work

As per Technopedia, A. Nayyar et al (2018) said a transformative calculation works through the choice cycle
where the most un-fit individuals from the populace set are disposed of from the calculation, while the fit
individuals are permitted to endure and proceed until a superior arrangement is resolved. In other words,
Evolutionary calculations are a computational calculation that is propelled and copy organic cycles to take care
of complex issues. There are different bio-propelled calculations at present in working however the normal
thought behind every one of them is the same: give a populace of people, the characteristic cycle causes basic
determination (natural selection), and this causes a spike in the wellness of the populace.

The creators S. Kotte et al (2018) in their paper proposed the utilization of multilevel picture division has
been executed dependent on novel developmental calculation Improved Differential Search (IDS). The
achievability of proposed approach/calculation has been tried on standard dark scale pictures. To check the
viability of the proposed approach/calculation, all exploratory outcomes are dissected quantitatively and
subjectively. The creators M. H. Ashraf et al (2018) incorporate another methodology, applied on the Mini-MIAS
dataset of 322 pictures, including a pre-handling technique and inbuilt component extraction utilizing K-mean
bunching for Speed-Up Robust Features (SURF) choice. The creators P. Kaur et al (2019) contemplated and
demonstrated the breast disease is a critical purpose behind death in females. Early acknowledgment of this
infection with the help of mammography decreases the passing rate. Profound learning (DL) is a methodology
being used and mentioned by radiologist that helps them in making a precise conclusion and assists with improving
result expectations. This paper incorporates another methodology, applied on the Mini-MIAS dataset of 322
pictures, including a pre-handling strategy and inbuilt component extraction utilizing K-mean bunching for Speed-
Up Robust Features (SURF) determination. N. Shrivastava et al (2020) shows a blend of determination strategies
for bit by bit assessment for Efficient Seeded Region Growing with upgraded execution to spot bosom disease.
The creators Mehdy, Ng, Shair, Saleh, and Gomes (2017) in their paper have examined the use of fake neural
organizations in bosom disease discovery. They have talked about various varieties of neural organization
particularly the new pattern of half breed neural organizations like SOM display and have presumed that neural
organizations when joined with different techniques can accomplish better precision, affectability and positive
prescient worth. Wang, Nishikawa, and Yang (2017) built up a convolutional neural organization (CNN) to which
the info comprised of huge picture window for modernized identification of bunched microcalcifications. They
directed the trial on computerized and movie mammograms and assessed the location execution utilizing recipient
trademark investigation.

3 Objective of the Research

Essential objective of this exploration work is to plan and build up the better CAD framework and to improve the
classification accuracy of breast malignancy discovery and classification technique using Duck Traveller
Optimization algorithm.

The objectives of this research work are,

*  Demonstrate new pre-handling methods to improve the picture quality and choice of ROI

= Uses of wavelet families for highlight the features.

= Distinguishing proof and extraction of appropriate highlights from wavelet coefficients

»  Finding the best feature subset utilizing EDTO

=  Create microcalcification picture arrangement approach utilizing SAF & LDA Classifier
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4 Proposed Work

Most ordinarily discovered malignant growth among ladies is breast disease. Generally 12% of ladies develop
breast disease during their lifetime. It is the second noticeable lethal malignant growth among ladies. Breast
disease finding is important during its underlying stage for the appropriate treatment of the patients to have useful
existences for a broad period. A wide range of calculations are acquainted with improve the determination of
breast malignancy, however many have less proficiency. In this work, we have proposed novel bio-inspired
calculation including superb highlights of nature inspired to tackling complex optimization issue for instance
breast disease segmentation and classification.

Mammeogram Images from
MIAS Dataset

Image Preprocessing

Image Enhancement

DTO-Multilevel Thresholding

Image Segmentation DTO-Region of Interest

DTO-Cluster with K-Means

Feature selection & Extraction

Classification

Figure 2 EDTO-MTH, EDTO-ROI & EDTO-Cluster with K-Means for Breast Cancer Segmentation

4.1 Duck Traveler Optimization (EDTQO) Algorithm

The endurance is the fundamental aim of any multitude; accordingly the entirety of the people ought to pulled in
towards the ducks in duck flock which has high grouping exactness and occupied outwards the ducks which has
unessential regions. Every one of the practices of ducks is numerically communicated as follows:

D,=+3Y%,Y-Y, 1)
X
=1Vx 2
DA, = "T

In Eq. (1), D, is the partition of g™ individual, Y is the current individual, Y, shows the position y™ adjoining
individual, and X is the quantity of adjoining people. In Eq. (2), DA is the adjustment of g " individual, V, is the
velocity of x  contiguous character.
X_ Vv 3
x=1
g = Tx -X 3)

In Eq. (3), Cyis the cohesion of g  individual. The accompanying condition shows the fascination of ducks
towards a food source.

X
LV 4
=1"x

DAy === 4

In Eq.(4), FS, is the food wellspring of the g ® individual, Z* speaks to the location of the food source and Z
represents the position of the current individual. Interruption outwards unessential element is determined as

10
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follows:

IFy=2"+17 5)
In Eq.(5), IF; is the position of the irrelevant regions and Z ~is the location of irrelevant features. To refresh the
situation of counterfeit ducks in the inquiry space and reproduce their movements, two vectors for example, step
AZ and position (Z) are considered. AZ represents the path of the duck movements which is determined as,
AZiter + 1 =wDg + awA, + cwCy + fFS, + ilF ; + iwAZiter (6)
In Eq. (6), W means the partition weight, f is the food factor, aw is the alignment weight, i is the opponent
factor, cw is the cohesion weight, iw is the inertia weight and iter is the iteration counter. The position vectors

are determined after the step vector estimation, which is given as follows:
Ziter + 1 = Ziter + A Ziter + 1 %)

Ducks wanted to sort out their development in the unique duck flock. Duck game plan is staggeringly languid in
the static movement, in spite of the fact that it is exceptionally fit for battling the rival. In this way, the game plan
coefficient is high and the congruity coefficient is extremely low in disclosure, while the course of action
coefficient is little in the extraction cycle and the concordance coefficient is enormous.

On the off chance that there is no local answer for improve the disclosure of counterfeit ducks, an arbitrariness
arrangement is accomplished utilizing Terrif Method (TF). Accordingly, the duck's in duck flock position is
refreshed as,

Ziter + 1 = Ziter + Terrif(s) * Ziter 8)

In Eq. (8), S means the size of the position vector.

. 1
Terrif(z) =o.01*|::2|5y )

In Eq. (9), ¥n1 and 7n2 are unsystematic numbers which is goes from 0 to 1 and ¥ is the
unvarying value. o is determined as,

3(1 +y) * sin (?) (10)

7= 1+ r-1
3(7” xyx202))

InEq. (10),3(z2) = (z—1)!

-

Figure 3 : searching the food source by duck flock

Duck Traveler Optimization (EDTO) Algorithm for Segmentation
Initialize the population of ducks D, (g = 1,2, ...n)

Initialize Dy with desired regions of input mammogram images

while the end condition is not satisfied

Call DTO-MTH/DTO-ROI/DTO-K Means to find the segmentation accuracy
Revise the food source and irrelevant regions

Revise aw,s,cw,f and i

Compute DAy, Cy, FSy,Food and ilF,; using (1) to (5)

Revise neighboring radius

if a duck has at least one neighboring duck

11
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Revise velocity vector using (6)

Revise position vector using (7)

else

Revise position vector using (8)

end if

According to the variable boundaries check and correct the new positions
end while

4.2 Enhanced Duck Traveler Optimization-Multilevel Thresholding (EDTO-MTH)

Duck Traveler Optimization algorithm is a new metaheuristic algorithm for breast cancer image segmentation and
classification problem. The basic swam behavior of duck flock is identified as an inspiration to medical image
processing. Screening mammography is the first aid for breast cancer prediction and early diagnosis method like
duck identifying the siblings by using imprinting behavior and stack of intelligence. In DTO-MTH algorithm the
first step is to calculate the total number of pixels in input mammogram from MIAS dataset. From the total count
of pixels the objective value is obtained by using entropy method Kapur and class variance method Otsu method.
Initialization positions DPi(i = 1; 2; :::; n) with size n,

velocities DVi(i = 1; 2; :::; n), total number of iterations

Tmax, fitness function fn, ¢, C1, C2, C3, C4, C5, r1, 12,

R, t=1

2: Calculate objective function fn for each duck DPi

: Find best duck DPbest

: while t _ Tmax do

:for@=1:i<n+1)do

:if (R < 0:5) then

Ul kW

7: Update position of current swimming duck as
DPnd(t + 1) = DPbest(t)-C1:jC2:DPbest(t)-
DPnd(t)j

8: else

9: Update velocity of current flying duck as
DV (t + 1) = C3DV (t) + C4r2(DPbest(t) -
DPnd(t)) + C5r2(DPGbest - DPnd(t))
10: Update position of current flying duck as
DPnd(t + 1) = DPnd(t) + DV (t + 1)
11: end if
12: end for
13: Calculate objective function fn for each duck DPi
14: Update ¢, C1, C2, R
15: Find best duck DPbest
16: Set DPGbest = DPbest
17: Sett=t+1
18: end while
19: Return best duck DPGbest
This technique is an augmentation of binarization and bi-level thresholding where different edges are utilized

to delineate picture into the resultant picture. In the binarization strategy, just a single edge is utilized. In bi-level
thresholding technique, two edges are utilized. Nonetheless, in posterizing technique different edges are utilized.
Choice or figuring of the staggered edges is critical in picture division since appropriate division relies upon
sufficiently registered limits. There are various strategies for processing the limits for a picture, for example,

e Maximizing the gray level variance

e Entropy similarity

e  Measure of fuzziness

When all is said in done, thresholding techniques can be partitioned into parametric and nonparametric

strategies. Utilizing parametric strategies, for example, a novel picture thresholding strategy dependent on Parzen
window gauge, non managed picture division dependent on multi-objective enhancement, a staggered
thresholding approach utilizing a cross breed ideal estimation calculation, and ideal multi-thresholding utilizing a
mixture improvement approach, may include the arrangement of nonlinear conditions which increments of the
computational multifaceted nature. Along these lines, the nonparametric strategies are presented for finding the
edges by advancing some segregating criteria.

12
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Among the referenced diverse thresholding criteria, the entropy is the most famous streamlining strategy. Utilizing
the entropy of the histogram, Pun was the first to present another technique for dark level picture thresholding.
Afterward, this technique was remedied and improved by Kapur et al.

Ideal limit determination for bi-level thresholding isn't computationally costly, while for staggered
thresholding, processing in excess of scarcely any ideal edge esteems is a costly and tedious activity. The ideal
limit esteems can be dictated by streamlining some model capacities characterized from the histogram of picture.
The Kapur's strategy dependent on the entropy is utilized to perform staggered thresholding. The staggered
thresholding issue is frequently treated as an issue of improvement of a goal work.

Two extensively utilized ideal thresholding techniques in particular entropy model (Kapur's) strategy and
between-class (Otsu's) strategy are utilized. The ideal staggered thresholding issue can be arranged as a m-
dimensional advancement issue, for assurance of m ideal limits for a given picture [t1, t2... , tm], where the point
is to augment the target work

f([tl‘ tz .............. tm]) = Ho + H]_ + H2 + . + Hm
ty—1 ti—-1
b B
H, = - In—, wy= P
i=0 0 Wo i=0
t—-1 t—-1
P B
H1 = - -_— ln -, Wi = Pl
W1 W =
i=tq =ty
tz—1 tz—1
b B
H2 = - _ln -, W, = Pl ) wen wae e
e W W3 ~
i=t, i=t,
L-1 L-1
Hy, = - iln i W, = Z P,
" = Wp, Wm’ " 4 '
1=ty i=t;m

As Kapur based entropy measure strategy has been utilized in deciding if the ideal thresholding can furnish
histogram-based picture division with acceptable wanted. The Kapur strategies have been demonstrated as a
proficient strategy for bi-level thresholding in picture division. Be that as it may, when these strategies are reached
out to staggered thresholding, the calculation time develops exponentially with the quantity of limits. It would
restrain the staggered thresholding applications. To defeat the above issue the Kapur, DTO calculation for tackling
staggered thresholding issue is to expand the Kapur's target work in a proficient way. The interest of
discover/make the ideal arrangement by the scientist for creative picture division strategies are required.

4.3 Enhanced Duck Traveler Optimization-Region of Interest (EDTO-ROI)

Best Region selection using Self Seeking Duck Traveler Algorithm
If imax> ifinal

Set Dg= D1= D= @;

Initialize DPjj=1/ni;

arbitrary();

robustness();

greatest();

recompense();

reprimand();

Set Dg= Pick_greatest();

Do {

Di= Pick_ arbitrary();

D2= Pick_ arbitrary();

If robustness (D1) > robustness (D2)
{

recompense(D1);

reprimand(Dz);

Dg: Dl;

}

Else

13
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{
recompense(Dz2);
reprimand(D1);
Dg: DZ;
}
}while end condition is satisfied;
Return Dg;
D(k) = D(k — 1) + fk(k) — fl(k) — Df(k) — Dk(Kk);

Where D(k) is the food forage stage of duck flock at end of the month k (when k=1, D(k-1) is equal to DO,
the initial food forage level); the forage level for the successive months D(k-1) will be the preceding month’s end
of the day’s food forage level. fk(k) is the food capture and fl(k) is the food loss rate during month k. D(k) is the
save food that might ultimately fall from the duck as a result of run over, during the month k. It is also important
to take care of the feature that duck capacity should not be less than the lifeless storage space.

4.4 Enhanced Duck Traveler Optimization-K Means Clustering (EDTO-K Means)

Duck flock passes on every single person are unique. Everybody has their own style of composing. So
attempting to make a calculation which perceives such a significant number of meta-heuristic could be extreme
as well as every one of the criteria's are not to be completely fulfilled by the whole calculation. Thus we make
such a framework which can adapt simply like the manner in which human mind learns. For example,
experimentation strategy is considered. Here DCO is proposed from those previously mentioned thoughts.

Start to Initialization (Generate a Duck Clusters (DC))
DC={Zz;,j=1,2,......... DC.};
f>1;
For f = 1:fyax value in DC do
Compute the value of DC,j = f(Z; D C);
Minimization
Cluster C in the uphill order of DC;
Maximization
Cluster C in the downhill order of DC;

(i) Create a new populace DC@;
Foreach Z;, j=1,2,... eocerveveeeeieene , DC, do

di > set of sprinters (size of the position and the distance)
for each sprinter (individually) are relative to DC;,
(the standardize goal importance)
(ii)DCY > DCY V d; (add to population);

End of for

C > DC@ {the novel populace};
End of for
Return C, the CLUSTER size of the answer
Stop

5 Results and Discussion

In this research work, the efficiency of EDTO with different segmentation methods such as EDTO-MTH, EDTO-
ROI and EDTO-K Means is tested in terms of accuracy, precision, recall and F-measure. MIAS and DDSM dataset
is used for experimental purpose. The MIAS dataset consists of 322 sample mammogram images with
combination of left and right breasts. The instance in breast cancer images having 1024*1024 pixels in Portable
GreyMap (PGM) format. The breast cancer (MIAS) dataset and (DDSM) is available in the
https://www.mammoimage.org/databases/

1) Accuracy

It measures the fraction of correct breast cancer predictions to the total number of instances evaluated. It is
calculated as,

14
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p ~ TP + TN
ceuracy = rp +FP+TN + FN

The accuracy value of EDTO with different methods for mammogram image segmentation is given in Table 1.
Table 1: Accuracy of proposed EDTO with Datasets

Segmentation MIAS DDSM Time (sec)
Methods
EDTO-MTH 0.80 0.857 31.75
EDTO-ROI 0.832 0.896 16.25
EDTO-K Means 0.867 0.93 13.5
1
0.9 | MIAS
0.8
0.7 - . . ’ [ | DDSM
DTO-MTH DTO-ROI DTO-K
Means

Figure 4 : Accuracy of EDTO-MTH, EDTO-ROI and EDTO-K Means with MIAS and DDSM Comparison

The accuracy of MIAS and DDSM with EDTO-MTH, EDTO-ROI and EDTO-K Means segmentation
methods for breast cancer diagnosis is shown in Fig. 4. The accuracy of EDTO-K Means is 93% and greater than
EDTO-MTH and EDTO-ROI method for breast cancer diagnosis. From Fig. 2, it is proved that the EDTO-K
Means has better breast cancer diagnosis accuracy than other methods.

2) Precision
It is used to measure the positive patterns (i.e., presence of breast cancer) that are correctly predicted from the

total predicted patterns in the positive class. It is calculated as,
TP

P .. - v
recision TP + FP

The precision value of EDTO-MTH, EDTO-ROI and EDTO-K Means with different methods for breast cancer
diagnosis is shown in Table 2.

Table 2: Precision of proposed EDTO with Datasets

Segmentation MIAS DDSM Time (sec)
Methods
EDTO-MTH 0.804 0.89 85.6
EDTO-ROI 0.846 0.90 87.5
EDTO-K Means 0.875 0.937 78.2
0.95
0.9
0.85
0.8 [ | MIAS
0.75 [ | DDSM
0.7 T T T 1

DTO-MTH DTO-ROI DTO-K
Means

Figure 5 : Precision of EDTO-MTH, EDTO-ROI and EDTO-K Means with  MIAS and DDSM Comparison
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The precision of EDTO-MTH, EDTO-ROI, and EDTO-K Means methods for breast cancer diagnosis is shown in
Fig. 5. The precision of DTO-K Means is 93.7% and greater than EDTO-MTH and EDTO-ROI method for breast
cancer diagnosis. From Fig. 3, it is proved that the EDTO-K Means has better breast cancer diagnosis precision
than other methods.

3) Recall
It is used to calculate the proportion of optimistic patterns with the intention of is properly off the record. It is
designed as,

TP
TN + TP
The recall value of EDTO-MTH, EDTO-ROI and EDTO-K different methods for breast cancer diagnosis is shown
in Table 3.

Recall =

Table 3: Recall of proposed EDTO with Datasets

Segmentation MIAS DDSM Time (sec)
Methods
EDTO-MTH 0.816 0.833 27.5
EDTO-ROI 0.876 0.923 13.5
EDTO-K Means 0.90 0.937 12.1
0.95
0.9 B DTO-MTH
0.85 H DTO-ROI
0.8 DTO-K Means
0.75 T T T 1

MIAS DDSM

Figure 6 : Recall values of EDTO-MTH, EDTO-ROI and EDTO-K Means with MIAS and DDSM Comparison

The recall of EDTO-MTH, EDTO-ROI and EDTO-K methods for breast cancer diagnosis is shown in Fig. 6.
The recall of EDTO-K Means is 93.7% and greater than EDTO-ROI and EDTO-MTH method for breast cancer
diagnosis. From Fig. 6, it is proved that the EDTO-K Means has better breast cancer diagnosis recall than other
methods.

4) F-Measure
It is the mean flanked by the precision and recall. It is intended as,
2 x Recall * Precision

F — Measure =
Recall + Precision

The F-measure value of EDTO with different segmentation methods MTH, ROI, and K Means for breast cancer
diagnosis is given in Table 4.
Table 4: Recall of proposed EDTO with Datasets

Seﬁ;’;ﬁ;‘gf” MIAS DDSM Time (sec)
EDTO-MTH 0.81 0.895 23.8
EDTO-ROI 0.86 0.91 145
EDTO-K Means | 0.895 0.93 11.9
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Figure 7 : Recall values of EDTO-MTH, EDTO-ROI and EDTO-K Means with MIAS and DDSM
Comparison
F-measure of EDTO-MTH, EDTO-ROI and EDTO-K methods for breast cancer diagnosis is shown in Fig. 7.
The F-measure of EDTO-K Means is 0.93% and greater than EDTO-ROI and EDTO-MTH method for breast
cancer diagnosis. From Fig. 7, it is proved that the EDTO-K Means has better breast cancer diagnosis F-measure
than other methods.

0.95
0.9 -
0.85 -
0.8
0.75 -
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m PRECISION

0.7 - —
= o 2 = o 2 RECALL
S < s S < b
3 e s S o S F-MEASURE
= [a)] >I4 = [a)] >I<
e o e o
= =
o o
DDSM MIAS

Figure 8 : The evaluation of accuracy, precision, recall and F-Measure values with DDSM and MIAS dataset

Performance evaluations of proposed segmentation methods of EDTO-MTH, EDTO-ROI and EDTO-K
Means are shown in Fig.8. Four quality metrics are used to improving the performance of EDTO are accuracy,
precision, recall and F-Measure with two different breast cancer datasets like MIAS and DDSM for breast cancer.
DDSM dataset having high accuracy, high precision, high recall and high F-Measure better than MIAS dataset.
Among EDTO-MTH, EDTO-ROI and EDTO-K Means the EDTO-K Means having the high accuracy values as
well as high precision and high recall value. Hence we prove that the proposed novel Meta heuristic optimization
algorithm EDTO has the high efficiency to performing breast cancer segmentation using K-Means algorithm.

The computational complexity of the DTO algorithm can be expressed as follow. For population n and
iterations tmax, the time complexity will be defined as in the following
Initialization DPi(i = 1; 2; :::;; n), DVi(i = 1; 2; :::;; n), Tmax, c, C1, C2, C3, C4, C5, 11,12, R, t=1: O (1).
Calculate objective function fn for each duck DPi: O (n).

Finding best duck DPbest: O (n).

Updating position of current swimming duck: O (tmax_n).
Updating velocity of current flying duck: O (tmax_n).
Updating position of current flying duck: O (tmax_n).
Calculating objective function fn for each duck DPi:O (tmax).
Updating c, C1, C2, R: O (tmax).

Finding best duck DPbest: O (tmax).

Setting DPGbest = DPbest: O (tmax).

Setting t =t + 1: O (tmax).

Producing the best duck DPGbest: O (1)

From this analysis, the complexity of computations isO (tmax _ n) and O (tmax _ n _ d) with d dimension.
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6 Conclusions

In this research work, EDTO is proposed to choose the most discriminative areas/pixels of MIAS and DDSM
information for breast malignant growth conclusion. It takes care of absence of inner memory issue, untimely
intermingling issue and arbitrary movement issue. A Terrif strategy (TS) is utilized in EDTO to refresh the
development of the duck when there is no local arrangement. It improved the meaning of neighbourhood span
utilized in EDTO, both while encouraging the development of ducks and saving time. The EDTO cycle is done
to choose the most discriminative pixels/districts dependent on the division exactness of strategies, for example,
MTH, ROI and K-Means dependent on EDTO. At last, they chose pixels are applied in MTH, ROI and K-Means
segmentors to foresee the breast malignancy adequately. The test results show that the proposed EDTO-K Means
strategy has better exactness, accuracy, review and F-measure for breast malignancy finding than different
techniques. In future the extended version of EDTO is planned to develop for disease diagnosis in medical image
processing.
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Appendix

A.1 Multilevel Thresholding (MTH)
Let us consider the real linear multilevel shown below. It has more than two threshold values and levels
f([tl, tz ______________ tm]) = Ho + Hl + HZ + + Hm

A.2 Region of Interest (ROI)

D(k) = D(k — 1) + fk(k) — fl(k) — Df (k) — Dk(K);
A.3 K-Means Clustering (K Means)

19



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

Eyeblink Detection For Liveness Detection Using Deep Convolutional
Neural Network

N.Nanthini!, N.Puviarasan?, P.Aruna®
L3Department of Computer Science and Engineering, Annamalai University,
Chidambaram, Tamilnadu, India
nanthini0294@gmail.com,arunapuvi@yahoo.co.in
2Department of Computer and Information Science, Annamalai University,
Chidambaram, Tamilnadu, India
npuvi2410@yahoo.in

Abstract

Spoofing attacks on biometric systems are one of the major disorders to their use for secure applications. In case of face
recognition, it is not easy for the computer to detect whether the person is live or not. In this paper, we implemented a novel
approach to detect face liveness using Deep Learning. Eye Blinking is an action represented by the image sequence which
consists of images with close and open state. ROSE-YOUTU datasets for liveness detection is given as the neural network
input for the model training and testing. We analyse the effects of different neurons activation function on the neural network
with the accuracy of the eye blink detection. The experimental result shows that ReLU activation function has the more
accuracy than Sigmoid and Tanh activation function for our liveness detection model.

Keywords: Spoofing attacks, Liveness detection, eye blink detection, activation function.

1 Introduction

Face recognition, has developed rapidly in recent years, as a biometric identification technology. It has been
widely applied to attendance and security systems. But spoofing is a major cause for the failure of various face
recognition systems [1-3]. In general, Face recognition system can‘t distinguish a face between live and not live
state. A secure system needs liveness detection in order to protect against spoofing. Liveness detection is an
emerging technique for digital fraudulent. It is categorized based on motion, texture and life sign [4].

Eye blinking is one among the types from life sign category. Blinking is an action which consists of
sequences of open and close state of eyes. Machine learning methods only utilizes the basic feature of images. In
order to perform with videos or large sequence of images deep learning is used. Deep learning has proven to be
excellent in solving complex structures with high dimensional data. There are different deep learning approaches
but CNN is widely used for image and face recognition. Convolutional Neural Network (CNN) is an artificial
neural network that employs to extract and increase the number of features from the input data.

The main contribution of this paper is to obtain a powerful liveness detection algorithm with high
accuracy. In this paper, a deep CNN architecture is developed by adding 2 different activation functions after the
fully connected layer for training step.

The rest of this paper is organized as follows. Section 2 discusses the related works of liveness detection. Section
3 explains the methodology of CNN. Section 4 presents the proposed system in detail. Section 5 shows the
experimental results. Section 6 provides the conclusions.

2 Related works

Lin sun et.al first introduced the eyeblink detection for the face liveness detection system using conditional random
fields (CRF) which accommodate long range contextual dependencies among the observation sequence [5]. Pan
et.al proposed an undirected conditional graphical framework for blinking image sequence and computed the local
binary pattern descriptors extracted in scale space for scenic clues [6]. Singh and Arora proposed an eyeblinking
and mouth movement combined technique for procuring maximum reliability during face liveness detection [7].

Kim et.al classified the open and closed eye images in different conditions using deep learning. They
performs zero-center normalisation for the input images before give it to neural networks which uses mean values
instead of pixel values [8]. Rehman et.al proposed an efficient approach for face liveness detection which utilizes
continuous data randomization in the form of small mini-batches during training a deep CNN network [9]. Avinash
et.al conducted a challenge and response method for real time liveness detection for security system [10]. Musab
et.al developed a modified CNN architecture for face recognition by adding normalisation layer between 2
different layers. It improves the accuracy of the system [11]. Yu et.al proposed diffusion based kernel model
which enhance the edges of the each frame in the video and extract the feature called Diffusion Kernel (DK)
features. It reflects the inner correlation of face images in the video [12].
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3 Methodology

Here we present eye blinking liveness detection approach to detect the biometric forgery in case of 2D photo
masks using deep learning. When detection of smaller regions is the case, existing models such as VGG-16, VGG-
19 suffers from overfitting. So in such scenarios CNN with necessary modification gives best results. CNN is
very effective in areas such as image recognition and classification. CNN is a kind of feed-forward neural
networks made up of many layers. It consists of neurons that have learnable weights and biases. Each neuron
takes some inputs, performs convolution and optionally follows it with a non-linearity. The structure of CNN
contains Convolutional, pooling, activation function, and fully Connected layers.

3.1 Convolutional Layer

Convolutional layer is the important building block of a Convolutional Neural Network that does most of the
computational operations. The key purpose of this layer is to extract features from the input data which is an
image. Convolutional layer preserves the spatial relationship between pixels by learning image features using
small squares of input image. The input image is convoluted by employing a set of learnable neurons. The
convolutional layer analyse every smaller square of the input image in depth and as far as possible to get the higher
degree of feature extraction. This produces a feature map in the output image and then the feature maps are given
as input data to the next layer.

3.2 Pooling Layer

Pooling layer is usually placed between convolutional layers. The output feature maps from the convolutional
layer are given as inputs to the pooling layer. The input images are divided into a set of non-overlapping rectangles.
Each region is down-sampled by a non-linear operation such as average, maximum and minimum. The pooling
layer does not change the depth of the three-dimensional matrix in the neural network, it reduces the
dimensionality of each feature map but continues to have the most important information, so as to reduce the
parameters of the whole neural network and decrease the training time. This layer achieves better simplification,
faster convergence, robust to translation and distortion.

3.3 Activation Function

In neural networks, activation functions are used to perform diverse computation between hidden layers
and output layers. It computes the weighted sum of input and biases, of which is used to decide if a neuron can be
dismissed or not. It manipulates the presented data through some gradient processing usually gradient descent and
afterwards produces an output for the neural network that contains the parameters in the data.

3.4 Fully connected layer

Fully Connected Layer refers to that every filter in the previous layer is connected to every filter in the
next layer. The output from the convolutional, pooling, and activation functions are embodiments of high-level
features of the input image. The goal of using the fully connected layer is to employ these features for classifying
the input image into various classes based on the training dataset. It is considered as final pooling layer feeding
the features to a classifier that uses activation function. The sum of output probabilities from the Fully Connected
Layeris 1.

4 Proposed work

In this section we present the proposed eye blink detection using deep convolutional neural network. The proposed
Deep CNN architecture is shown in fig.1. The proposed model consisting of multiple convolution layers followed
by pooling layer, flattening layer, two fully connected layers and a softmax layer. The Video input is converted
into series of consecutive frames. Then the frames are given as input image to the CNN model. The proposed
CNN model has 5 convolutional blocks with 10 convolutional layers. Block 1 has 2 convolutional layers with 32
filters, block 2 has 2 convolutional layers with 64 filters, block 3 has 2 convolutional layers with 128 filters, block
4and 5 has 2 convolution layer with 512 filter. All the blocks have a max pooling layer after the last convolution
layer with kernel size of 3x3 filter, stride of size 1 and activation function.
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Figure 1: The proposed deep CNN Architecture for face liveness detection

The activation function in convolutional layers is to remove redundant data while conserving features and
maps out these features by nonlinear functions, which is the necessary for the neural network to solve the complex
nonlinear problem. In this proposed work, 3 kinds of activation functions have been applied to this model such as
Sigmoid, Tanh and ReLU.

a)

b)

Sigmoid:
It is a nonlinear activation function which is also referred as logistic function. They are used for
predicting probability based output and has been applied successfully in binary classification problems.

flx) = (l-l-e;xp‘l)

Tanh

The Hyperbolic tangent function is a smoother function whose range lies between -1 to 1. When
compared to sigmoid function, Tanh gives the better training performance on the multi-layer neural
networks.

e¥—e™* )

eX+e™*

Fo =

ReLU

The rectified linear unit (ReLU) function is a faster function compared to Sigmoid and Tanh. It
implements a threshold operation to each input element where values less than zero are set to 0 and
eliminating the vanishing gradient problem.

f(x) = max(0,x) = {g: i;;c i g

After the 5th block, the features are flattened to form 786944 feature values and fed to a fully connected layer
having 4096 neurons consists a total of 32,485,761 trainable parameters. The number of neurons in the fully
connected layers was also altered to fit the proposed model. The dense layer hidden neurons are changed from
4096 to 512 neurons in the first dense layer and to 128 neurons in the second dense layer respectively. Then
classify 2 classes using Softmax layer. The final detection of open and closed eye images is performed based on
the output of the Softmax layer.

5 Experimental results

5.1 Dataset:
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For training phase, MRL Eye Dataset is used. It contains total of 84,898 images of both eye open and
close state from 37 different persons. To obtain the eye images, the eye detector based HOG with SVM classifier
is used. Fig.2 shows the sample eyes images of MRL eye dataset. For testing phase, ROSE-YOUTU database is
used. It contains of 150 videos from 20 different persons of the categories with glass, without glass, photo
imposters and video captures. The length of the one video clip is about 10 to 15 seconds with 30 frames per
second.
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Fig.2. Sample imagesrof training dataset
5.2 Training and testing

The proposed model is trained for 100 epochs using randomly selected 5000 eye images from the training
dataset. In training phase, the model has 32,485,761 trainable parameters with their weights are adjusted to
880,189 times for each epoch. For testing, a video input is given to the proposed model to classify the open and
closed state of eye for the eyeblink detection. Fig.3. shows the detection of eyeblinking from the input video.

Fig.3. Screenshot of Eyeblink detection using proposed model
The performance of the proposed CNN is evaluated by using four metrics such as accuracy, precision, recall and
Flscore. The model saved its best accuracy with patience=10 for the given 3 activation functions Simoid, Tanh
and ReLU.

The formulas for above mentioned metrics are given below,

Accuracy = [P - @9
total no.of samples given
- _ TP
Precision(pr) ;PTHFP 2
Recall(rc) = Treen 3)
Flscore = 222 4
pr+rc

Where, TP (true positives) denotes the number of correct detections, TN (true negatives) denotes the
number of wrong detection of eyes. FP (false positives) denotes the number missed eye, FN (false negatives)
denotes the number of incorrect detection of eyes.

The average accuracy, precision, recall and Flscore for the proposed model were 0.75, 0.76, 0.73 and
0.81. The results suggest the proposed model for eyeblink detection classify the classes with higher accuracy. The
evaluation metrics for the proposed deep CNN model is shown in table 1.
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Tablel: Evaluation metrics proposed deep CNN model

. . Sigmoid Tanh ReLU
Evaluation metrics
open Close open close open close
Precision 0 0.49 0.84 0.86 0.95 0.99
Recall 0 1.0 0.81 0.84 0.99 0.94
Flscore 0 0.66 0.83 0.83 0.97 0.96

The performance of the proposed system is evaluated by calculating the average of above evaluation metrics and
accuracy. The proposed model is trained with epochs in the interval of 25. It is observed that the accuracy
remains same for the epochs from 50.Table 2 shows the performance of various activation functions used in the
proposed model and fig.4 shows its corresponding chart.

Table 2: Performances of various activation functions

ACthEl.t ton Precision Recall Flscore | Accuracy
function
Sigmoid 0.49 0.99 0.66 0.48
Tanh 0.84 0.81 0.83 0.82
ReLU 0.94 0.93 0.95 0.96

From the above analysis, the accuracy for Sigmoid activation function is 48%, Tanh activation function is 82%
and ReLU activation function is 96%. It is observed that, by using ReL.U activation function for the proposed
deep CNN model achieves the higher accuracy.
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Figure 4: Performance of Proposed Deep CNN Model

6 Conclusion

This work proposed a deep CNN model for liveness detection using eyeblink detection. The performance of
neurons in different activation function in the proposed model is evaluated by calculating the accuracy values.
From the above experimental results of our proposed model, it is inferred that ReL.U activation function results
excellent and has more accuracy of 96% than Sigmoid and Tanh activation functions.
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Abstract

Data mining makes use of algorithms to find out interesting information. Data mining tasks involve Classification,
Clustering, Sequence discovery, forming Association rules, etc. Data mining techniques have been generally used in the
procedure of disease identification, drug development etc. Few examples are the prediction of liver disease, prediction of heart
disease, etc The use of machine learning technique in early disease identification is very much supportive for medical
practitioners and to medical-related people. Classification algorithms are widely used to accurately predict the item belongs to
a particular class or not. Classification algorithms play a foremost role in determining the accurate prediction of diseases.
Classification is of two types- binary classification or multiclass classification. In this era of advanced technologies, the use of
machine learning approaches is highly appreciable and it takes the problem-solving method to a higher level. A comparison
between different approaches is carried out here and it was found that the Random Forest approach is the best while using
Weka Tool and Ensemble Bagged Tree is best while using the Matlab tool.

Keywords: Classification, decision stump, J48, RepTree, LWL, RandomForest, IBK, Kstar, Quadratic SVM, Bagged Trees

1 Introduction

The process of dredging the required data from the large database is called data mining and thus obtained
information is used for predicting or analyzing the hidden facts. This technique is extensively used in various
fields like health care, education, forecasting, stock prediction, financial prediction etc.

The liver is recognized to be the second-largest organ in the human body. The liver performs numerous
fundamental functions such as immunity, digestion, a stash of supplements, protein creation, disposing of poisons
from the body. The malfunction of the liver paves the way to serious health conditions [1].

The performance of the liver is tested by two types of tests such as imaging tests and liver function tests.
Liver sickness occurs due to the following factors like stress, food habits, excess utilization of alcohol, drug
ingestion, etc. Classification algorithms are functionally used in medical data sets for disease prediction and
analysis.

2 Review of Literature

Nazmun Nahar and Ferdous Ara et al., [2] applied decision tree algorithms: J48, LMT, Random Tree, Random
Forest, REPTree, Decision Stump, and Hoeffding Tree for the forecast of liver disease. From the analysis, it was
discovered that the Decision Stump algorithm works effectively when compared to other algorithms and its
accuracy rate is 70.67%.

Dr.S.Vijayarani, Mr.S.Dhayanand[3] has conducted a study on liver disease prediction using
classification algorithms. The algorithms chosen are Naive Bayes and support vector machine (SVM ).
Assessments of these algorithms were based on the performance factors like classification accuracy and execution
time. From the results, it concludes that the SVM classifier is reflected as the best classification algorithm due to
its highest classification accuracy values.

Dhamodharan S [4] has used data mining techniques in foretelling about the three major liver diseases
such as Liver cancer, Cirrhosis, and Hepatitis. Naive Bayes and FT Tree algorithms were used for disease forecast.
Comparison of these two algorithms was carried out based on the classification accuracy measure. From the
experimental results, it was concluded that Naive Bayes was the best algorithm.

M Banupriya, P Laura Juliet, P R Tamilselvi[5]proposed a system that includes the PSO feature selection
methods for the Indian Liver Patient Dataset. They performed classification of the liver disease using algorithms
such as J48, MLP, SVM, Random Forest, and Bayesnet Classification. It has been seen that Bayes net and J48
Classification delivers better results.
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Rosalina A H, NoraZiah A [6] for hepatitis diagnosis used Support Vector Machine (SVM) and Wrapper
Method. Pre-processing was done using wrapper methods to eliminate the noise features. Firstly SVM feature
selection was executed to get better accuracy and to reduce noisy or irrelevant data. They have attained the target
by combining Wrappers Method and SVM techniques.

Omar S. Soliman, Eman Abo Elhamd[7] have suggested a hybrid classification system for HCV
diagnosis, by blending Modified Particle Swarm Optimization(PSO) algorithm and Least Squares Support Vector
Machine (LS-SVM). Feature vectors were extracted using Principal Component Analysis(PCA) algorithm.
Because the LS-SVM algorithm is responsive to the changes of values of its parameters, Modified-PSO Algorithm
was used to explore the optimal values of LS-SVM parameters in less iteration. The anticipated system was
executed and assessed on the benchmark HCV data set from the UCI repository of machine learning databases.
From the investigational results, the planned system attained maximum classification accuracy.

3 Methodology

3.1 Dataset

The dataset named Indian Patient Liver Dataset,(IPLD) is collected from UCI Machine Learning Repository. This
dataset contains five hundred and eighty-three instances with ten attributes. IPLD dataset is a mixed type dataset
that comprises both nominal and numeric attributes.

This dataset encompasses 416 liver patient records and 167 non-liver patient records. This dataset was
collected from Northeast of Andhra Pradesh, India. This dataset comprises details of 441 male patients and 142
female patients. Table 1 represents the attribute names and data types of the ten attributes.

Table 1:Dataset

Attribute Name Datatype
Age Numeric
Gender Nominal
Total Bilirubin(TB Numeric
Direct Bilirubin(DB) Numeric
Alkphos Alkaline Phosphate(Alk) Numeric
SGPT Alamine Aminotransferase Numeric
SGOT Aspartate Aminotransferase Numeric
Total Proteins(TP) Numeric
Albumin(ALB) Numeric
Albumin and Globulin Ratio(A/G Ratio) | Numeric

3.2 Weka

Weka is a data mining tool that is written in java and developed at Waikato. [9]JWEKA is a very efficient data
mining tool to categorize the accuracy by applying different algorithmic approaches and evaluate based on
datasets. It is also used to perform clustering and association techniques. Here whole training set is first analyzed
and later it is divided into two- 80% (training data)and 20%(test data).

Decision Tree [2]

J48: J48 is an advanced version of C4.5. The principle of this algorithm is to use the divide-and-conquer
policy. It uses the pruning method to construct a tree. It is a common method that is used in information gain or
entropy measure. Thus it is a tree structure with the root node, intermediate, and leaf nodes. Leaf node holds the
decision and helps to achieve the result.

REP Tree: REP Tree is a speedy decision tree learner. It is used to construct a regression tree using entropy
as the impurity measure and prunes using reduced-error pruning. It arranges values for numeric attributes.

Decision Stump: Decision stumps are decision trees with a single label. A stump has multiple layers. It stops
after the first split. Decision stumps are used with large datasets. It is also used to make a simple yes/no decision
model for smaller datasets.

Random Forests: Ensemble algorithms are a dominant class of machine learning algorithms that combine
the predictions from multiple models. Random Forest is an expanded version of bagging for decision trees that
can be used for classification or regression Random Forest is an improvement upon bagged decision trees that
obstructs the greedy splitting algorithm during the construction of the tree so that split points can only be selected
from a random subset of the input attributes.

Lazy Learning(Instance-based)
Locally Weighted Learning(LWL): Locally Weighted Learning is a class of function approximation
techniques, where a prediction is carried out by using an approximated local model around the current value.
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LWL is also termed lazy learning because the processing of the training data is reallocated until a query point
needs to be retorted.

This approach turns out LWL a very accurate function approximation method where it is effortless to append
new training points. The performance measures include Kappa statistic, mean absolute error, root mean squared
error, relative absolute error, root relative squared error.

Kstar: K* is an instance-based classifier It differs from other instance-based learners by using an entropy-
based distance function. The performance measures include Kappa statistic, mean absolute error, root mean
squared error, relative absolute error, root relative squared error.

IBK(instance-based): K-Nearest Neighbor Algorithm(KNN) is also known by the name IBK. The IBk
algorithm does not create a model, but, it initiates a prediction for a test case. The IBk algorithm uses a distance
measure to trace k “close” instances in the training data for each test instance and utilizes those elected instances
to make a prediction. The performance measures include Kappa statistic, mean absolute error, root mean squared
error, relative absolute error, root relative squared error.

3.3 Matlab

Algorithms used in Matlab are Quadratic SVM(Support Vector Machine) and Bagged Trees. Principal Component
Analysis with 6 features is applied to both the approaches and the result is found out.The six features included are
TB,ALK,SGPT,SGOT,TP,ALB.

Quadratic Support Vector Machine: A support vector machine (SVM) is a supervised learning algorithm used
for many classification and regression problems, like image classification, speech recognition, text classification,
signal processing medical applications, natural language processing [10].

Quadratic support vector machine [11] corresponds to solving a quadratic optimization problem to fit a hyper
plane that minimizes the soft margin between the classes. Margin is the maximum distance.

Ensemble Bagged Trees: Ensemble methods, which blend several decision trees to produce better predictive
performance than utilizing a single decision tree. The notion in the ensemble model is that a group of weak
learners gather mutually to form a strong learner.

Bagging is an approach to diminish the variance in the prediction which is done by constructing
supplementary data for training from the original dataset. Repeated groups of datasets are chosen and combined
which result in numerous datasets. Boosting is an iterative procedure that adjusts the weight of an observation
based on the last classification.

A Bagging classifier is an all-together estimator that mounts base classifiers each on random subsets of the
original dataset and then coalesce their predictions to form a final prediction.

4 Findings

4.1 Accuracy

Classification Accuracy is the ratio of the number of correct predictions to the total number of input samples. It is
found from table 2 that after testing Random forest shows the highest accuracy in the Decision tree classifier and
LWL is the best classifier in instance-based after the split.

Table 2: Accuracy

Classification Algorithm Accuracy(before split) | Accuracy(after split)
LWL 71% 72%
IBK 99% 54%
KSTAR 100% 61%
J48 87% 72%
RANDOM FOREST 100% 73%
REP TREES 73% 71%
DECISION STUMP 71% 72%

4.2 Mean Absolute Error (MAE)
MAE measures the average magnitude of the errors in a set of predictions, without considering their direction.
It’s the average over the test sample of the absolute differences between prediction and actual observation where
all individual differences are equiweight.

MAE = 1/n X |y;- yN| (1)
It is observed from Table 3 that the error rate is minimal for the Kstar algorithm and LWL before and after split
respectively.
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Table 3: Mean Absolute Error

Classification Algorithm Accuracy(before Accuracy(after
split) split)
LWL 0.362 0.357
IBK 0.0051 0.4532
KSTAR 0.001 0.5569
J48 0.1921 0.4047
RANDOM FOREST 0.1238 0.3457
REP TREES 0.3322 0.3467
DECISION STUMP 0.3699 0.3638
4.3 Accuracy (MATLAB)

It is observed from table 4 that Ensemble Bagged trees perform well even after PCA. So it is well suited to predict
liver disease. Initially, all ten features were considered to train the set. The six features taken into considerations
for PCA are: TB, ALK, SGPT, SGOT, TP, and ALB.

Table 4:Accuracy from Matlab

Classification Accuracy Accuracy(after
algorithm PCA with 6
features)
QSVM 70% 75%
ENSEMBLE 75.6% 76.3%
BAGGED
TREES

5 Conclusion

An analysis of machine learning algorithms was conducted for liver disease prediction. When training data was
divided to 80%split maximum accuracy was shown by LWL and Random Forest. When comparing the error rate
KStar and LWL have shown less error rate. In the case of Mat lab algorithms, Ensemble Bagged trees were found
to be best suited than Quadratic SVM. A combination of algorithms, dimensionality reduction techniques, can be
implemented in the future to detect the sickness prediction. Fuzzy methods, Learning vector methods, etc
approaches can be further implemented to improve the accuracy in the future.
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Abstract

The success of search engine depends on user satisfaction of results for the given query. These results are based on the
keywords given for search. The user can obtain a suitable answer for their enquiries only when the user and knowledge
bases are linked. The aim is to provide the precise answer to the query by using knowledge base. To obtain precise answers
directly, a question answering system is modified Optimize knowledge graph for RDF repository with Calculated
Semantic weightage using optimized Knowledge Graphs and paths in a knowledge base.

Keywords: Artificial Intelligence Mark-up Language, Calculated Semantic Weightage, Optimized Knowledge
Graphs Matching

1 Introduction

Question answering applications usually retrieve an answer from large database. These questions can be written
natural language. Question answering system is an important tool in search engine optimization. Natural language
Processing plays a vital role for resolving the question answering job. In recent years, the Natural Language
Processing have been dominated by deep neural networks which fundamentally mimic the human brain. Thus
have tendency to produce better results [6,7].

Recently, several approaches deploy different technologies to apprehend questions given in natural language
text and after analysing the question. Simultaneously, the increasing amount of data makes more difficult for the
search engine to produce appropriate results. The aim of a question answering (QA) system is to calculate the
correct answers to the queries given in natural language, by using their knowledge base. Knowledge bases are
usually organized in accurate triples (subject, predicate and object) with RDF standard. So, the main job of a QA
system is to interpret a natural language question into a suitable SPARQL query in order to provides the correct
answer [8].

In this paper, we focus answering question with Multilingualism, Source heterogeneity and Scalability.
Multilingualism is the capability of a scheme to reply the same questions framed in different languages. Source
heterogeneity is the ability to answer questions that might only be replied by resourcing to the grouping of
organized datasets and information specified in free text documents. Scalability is the performance of a system in
replying questions at a swelling pace.

2 Literature Survey

In this paper, QAS is developed that receives the question from the user and perform syntactic and semantic
analyse using Natural Language Processing, considering pedagogical Ontologies. Then the system verify if the
question is new or already answered. If it is answered it produce the results from the database else start to Finding
the Answer Process through different agents. Till the answer is not found automatically, other tutors and learners
subsidise in answering the question [1].

In this paper, the field of Question Answering is explained with respect to an learning environment. New
framework is proposed based on a dynamic self-evolving Concept Network. The framework is built specifically
for a particular subject [2].

In this paper, the algorithm is developed to answer recommender system. It consists of three steps. In first
step, the system finds the similar cases in the past. Then in the second step, the system estimates the quality of
answers. Finally, it considers both question similarity and answer estimated to obtain a final score. This will helps
in producing best answer for user’s question [3].

An open domain question answering system is proposed in this paper. There are number of attempts made
in QAS to provide the solution. But this approach is a unique one that provides the answer for the given question
by using web snippets. Two domains namely sports and agriculture are tried to check the results. It provides the
estimated results for the given question [4].
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To improve user satisfaction and the success of question answering systems, a user centred evaluation model
is proposed. A schema is extracted based on a review and synthesis of existing user satisfaction and technology.
This approach has great contribution on achievement of understanding of short domain questions in natural
language. The experiments show that this method could be applied to QA system based on database. It will return
answers with higher accuracy and without redundancy. The proposed user-centered evaluation model provides a
framework for the design of question answering systems from the user’s perspective and that it could help to
increase user acceptance of QAS [5].

3 Existing System

Existing system composed of three layers: User layer, Answer Finding Layer and Database layer.

User layer: It acts as a interface to communicate with the learners and tutors. It suits with multiple platform.
Answer Finding Layer: This is the main layer of the proposed system, in which the question is received as input
and the answer is generated as output. Different agents work together in 3 global phases in order to provide the
right answer:

1) Question Analysing: Question Analysing where syntactic and semantic analysis is performed.

2) Answer Generation: To generate the answer, the Answer Generation Agent needs to collaborate with the Data
Extraction agents and work on different data to extract the right components of the answer that matches user.

3) Answer Validation: Validation is performed before saving the Question/Answer to the Database.

Database layer: It contain the different databases to generate the answer.

Drawbacks of Existing System:
1. This system focuses on only question answering process in education system and not suited with other
field.
2. Storing Database in the system makes it more complex to maintain and consumes more space.

4 Proposed System Architecture

The Fig.1 defines the suggested System Architecture. The detailed explanation is provided below. Firstly, this
system has itemized questions and its response is stockpiled in database for reference.

If any user inputs are identical, the suggested system recognizes the question and the response from the
database. Subsequently, the Tree-tagger parser alters the given question in the form of syntactic parsing to take
the Noun, Verb, Adverb and Adjective. The projected work contemplates Noun, Verb, Adverb and Adjective to
enhance the QA systems. The POS (Parts-of-Speech) checks for the resemblance matching with the nodes of the
database built by KG.
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Figure 1: Proposed System Architecture

If the answer is mined from the Stored Data Structure, it shows the answer and stores the question as well
as the answer in the database for future recovery. If the system flops, it sends the text to the user as “answer not
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found”. Based on question levels the user question is identified. Noun, verb, adverb and adjective phrase are
extracted using Tree-Tagger Parsers.

Table 1: Parsing of Question

Question Parser Output
Question
\'AY% NN VBZ WN IN DT | JJ WP
What is meant by “QA System” QA System is Meant | by What
Abstract
Define Abstract class Define strac
class
. s . Interface
Give the Definition of Interface Give . of the
Definition
Explain Package Explain | Package
What is the latest version in Version s . the what
HTML? HTML

Every question category is examined to represent the precise meaning by the learner. Tree Tagger parser
aids to find the head chunk of Noun phrase and Verb phrase for the given question. Table 1 describes the Parsing
of Question, For instance, question kind with “What” can be denoted in diverse forms. These forms of questions
are commonly characterized as “What [NP] [do/does/did/AUX] [functional-words] [NP] [VP] X? The
clarification of the question is derived by the parser.

5 Conclusion

The suggested technique allows e-learning users to deliver changes to the Question Answering Scheme. This
ground-breaking method recognises the diverse patterns of the questions that have attained a more time efficiency.
This technique also uses noun, verb, adverb and adjective for this Semantic Weightage Based Optimized
Knowledge Graphs Matching over Knowledge Graphs and also focus on any domain specific Semantic Weightage
Knowledge Graph that can be combined for improvement of e-learning applications.

6 Future Work

The success of the search depends on the keywords. Here regional languages are not considered in the keyword.
In the future, the user’s regional language also can be considered as a keyword of search and attain improved
results.
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Abstract

A mobile ad-hoc network (MANET) is a self-configuring network of mobile routers related by wireless links the
amalgamation of which form an capricious topology. Black hole attack is a variety of attack in which a malevolent node
deceives the source node and advertises itself for having the unswerving path. In this way the source node than establishes
a route to malevolent node and sends its complete data packet to the malevolent node. By doing this, the malevolent node
can divest the traffic from the source node. In this paper we have discussed about the loom for detecting black hole attack
in MANET using neighborhood based method. This method can effectively detect black hole attack.

Keywords: AODV, black hole attack, neighbor set method, MANET, security, attack, throughput

1 Introduction

Mobile Ad-Hoc Networks are sovereign and decentralized wireless systems. MANETS consist of mobile nodes
that are gratis in moving in and out in the network. Nodes are the systems or devices i.e. mobile phone, laptop,
personal digital assistance, MP3 player and personal computer that are participating in the network and are mobile.
These nodes can act as host/router or both at the same time. They can form random topologies depending on their
connectivity with each other in the network. These nodes have the capability to configure themselves and because
of their self configuration aptitude, they can be deployed urgently without the need of any infrastructure. Many
routing protocols have been urbanized for MANETS, i.e. AODV, OLSR, DSR etc. Precautions in Mobile Ad-
Hoc network is the most imperative concern for the basic functionality of network. The availability of network
services, discretion and reliability of the data can be achieved by assuring that refuge issues have been met.
MANETs often undergo from justification attacks because of its features like open medium, altering its topology
vigorously, lack of central monitoring and administration, cooperative algorithms and no clear resistance
mechanism. These factors have changed the battle field situation for the MANETS against the security threats.
The MANETSs work without a federal organization where the nodes communicate with each other on the basis of
mutual trust. This characteristic makes MANETs more exposed to be browbeaten by an attacker inside the
network.

Wireless links also makes the MANETSs more predisposed to attacks, which make it easier for the attacker to
go within the network and get admittance to the enduring communication. Mobile nodes present within the
assortment of wireless link can eavesdrop and even partake in the network. MANET is very much popular due to
the fact that these networks are dynamic, infrastructure less and scalable. Despite the fact of esteem of MANET,
these networks are very much exposed to attacks. Wireless links also makes the MANET more inclined to attacks
which make it easier for the aggressor to go within the network and get admittance to the constant communication.
Security in Mobile Ad-Hoc Network is the most significant concern for the basic functionality of network. The
accessibility of network services, confidentiality and reliability of the data can be achieved by assuring that
protection issues have been met. MANETS often endure from security attacks because of its features like open
medium, changing its topology dynamically, lack of central monitoring and management, cooperative algorithms
and no clear defense mechanism. These factors have distorted the battle field situation for the MANET'Ss against
the security threats. The MANETSs work without a federal management where the nodes communicate with each
other on the basis of communal trust. This characteristic makes MANETSs more vulnerable to be subjugated by an
attacker inside the network. Wireless links also makes the MANET's more inclined to attacks, which make it easier
for the attacker to go inside the network and get access to the ongoing communication [2, 5]. Mobile nodes present
within the range of wireless link can overhear and even participate in the network. The routing protocols in
MANET are broadly classified in three categories:

1. Pro-active (table-driven) routing protocols
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2. Reactive (On demand) routing protocols
3. Hybrid routing protocols

We propose a neighbor set-based method. Our elucidation can be briefly elaborated as: Once the normal path
innovation procedure in a routing protocol is completed, the source node sends a unique control packet to appeal
the destination to send its current neighbor set. By comparing the received neighbor sets, the source node can
determine whether there is a black hole attack in the network. To mitigate the bang of the black hole attack, we
design a routing recovery protocol to establish the path to the correct destination.

AODV is reactive protocol, when a node wishes to start diffusion with another node in the network to which
it has no route; AODV will provide topology information for the node [4]. AODV use control messages to find a
route to the destination node in the network. There are three types of catrol messages in AODV which are
discussed bellow.

Route Request Message (RREQ):

Source node that needs to converse with another node in the network transmits RREQ message. AODV floods
RREQ message, using escalating ring technique. There is a time to live (TTL) value in every RREQ message, the
value of TTL states the number of hops the RREQ should be transmitted.

Route Reply Message (RREP):

A node having a requested uniqueness or any intermediate node that has a route to the requested node generates
a route reply RREP message back to the originator node.

Route Error Message (RERR):

Every node in the network keeps monitoring the link status to its neighbor’s nodes during active routes. When the
node detects a link crack in an active route, (RERR) message is generated by the node in order to notify other
nodes that the link is down.

AODV is a reactive on-demand routing protocol which means a route flanked by two nodes will be resolute
only when there is data to be transmitted. Each node’s routing table only contains the next hop to a meticulous
destination, so the information on the route to be traversed by a packet is disseminated along all the nodes on the
path. Neighbor connectivity is conventional with periodic Hello Messages. Routes are found by flooding of route
request (RREQ) messages (Fig. 1). As each node receives and retransmits the RREQ it records the preceding hop
in its routing table. A unicast route reply (RREP) is sent back from the destination or any node with a route to the
objective. Nodes route this RREP back to the source using the previous hop information recorded from the RREQ.
On the way the RREPs previous hop information is recorded into each nodes routing table scenery up the final
path to the destination. RREQs use hop counts and RREP use objective succession numbers (DSNs) so the sender
can discriminate routes based on hop count and newness. Route maintenance is done using route error (RERR)
messages. On sensing a broken link in an active route (failing to receive regular HELLO messages from a node),
a RERR message is sent to its upstream neighbors that use it as the next hop in the broken route(s). Different kinds
of attacks have been analyzed in MANET and their affect on the network. An attack occurs when an intruder tries
to exploit vulnerabilities of a system. There are many types of attacks in MANET.

Generally vocalizations, these attacks can be confidential into two broad categories: passive and active
attacks [3,6]. In passive attacks, the attackers characteristically involve eavesdropping of data, thus disclose the
information of the position and move patterns of mobile nodes. This kind of attack is very difficult to distinguish,
because the attacker infrequently exhibits abnormal activities. Active attacks, on the other hand, involve actions
performed by intruder. The target of the attack can be either data traffic or routing traffic. The intruders may insert
large dimensions of superfluous data packets into networks. They can also intentionally drop, corrupt and delay
data packets passing through it.

External attackers are mainly external the networks who want to get entrée to the network and once they get
entrée to the network they establish sending counterfeit packets, denial of service in regulate to disrupt the concert
of the whole network. This attack is same, like the attacks that are made against wired network. These attacks can
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be barred by implementing security measures such as firewall, where the access of unconstitutional person to the
network can be mitigated.

Figure 1: Active and Passive Attack in MANETSs

While in internal attack the attacker wants to have normal access to the network as well as partake in the normal
activities of the network. The attacker gain access in the network as new node either by compromising a current
node in the network or by malevolent impersonation and start its malicious behavior. Internal attack is more severe
attacks then external attacks.

& &N

==

Figure 2: Black hole attack in AODV routing protocol

In black hole attack, a malevolent node uses its routing protocol in order to publicize itself for having the
express path to the destination node or to the packet it wants to interrupt. This unreceptive node advertises its
availability of fresh routes irrespective of checking its routing table. In this way attacker node will always have
the availability in replying to the route request and thus intercept the data packet and retain it. In protocol based
on flooding, the malicious node reply will be received by the requesting node before the reception of reply from
actual node; hence a malicious and forged route is created. When this route is establish, now it’s up to the node
whether to drop all the packets or forward it to the unknown address. The method how malicious node fits in the
data routes varies.

To detect this type of black hole attack, we have applied a neighborhood-based method. The solution can be
elaborated as: Once the normal path discovery procedure in a routing protocol is finished, the source node sends
a special control packet to request the destination to send its current neighbor set. By comparing the received
neighbor sets, the source node can determine whether there is a black hole attack in the network. A black hole
attack happens when a malicious node D” intercepts the data traffic from the source node S to the destination node
D [9]. D* claims to have the IP address of D, thus leads S to form the path to D” instead of D. Taking AODV for
example, when the attacker D” receives a route request (RREQ) packet, it generates a route reply (RREP) packet
to reply back to S telling S that it is the destination node. When D,, is closer to the source node than the true
destination D, a forged route is created between S and D” instead of between S and D. In this case, all subsequent
data traffic generated by S will go to the attacker D, instead of D. We notice that the attack may fail when D is
closer to S than D*. If the attacker D* and D are close enough to become neighbors, it is easy for D to know that
it is attacked. Two types of black hole attack can be described in AODYV in order to distinguish the kind of black
hole attack. Internal Black hole attack and External Black hole attack. In internal black hole attack there is an
internal malicious node which fits in between the routes of given source and destination. As soon as it gets the
chance this malicious node make itself an active data route element. At this stage it is now capable of conducting
attack with the start of data transmission. This is an internal attack because node itself belongs to the data route.
Internal attack is more vulnerable to defend against because of difficulty in detecting the internal misbehaving
node. External attacks physically stay outside of the network and deny access to network traffic or creating
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congestion in network or by disrupting the entire network. External attack can become a kind of internal attack
when it take control of internal malicious node and control it to attack other nodes in MANET. External black
hole attack can be summarized in following points.

1. Malicious node detects the active route and notes the destination address.
Malicious node sends a route reply packet (RREP) including the destination address field spoofed to an
unknown destination address. Hop count value is set to lowest values and the sequence number is set to
the highest value.

3. Malicious node send RREP to the nearest available node which belongs to the active route. This can also
be send directly to the data source node if route is available.

4. The RREP received by the nearest available node to the malicious node will relayed via the established
inverse route to the data of source node.

5. The new information received in the route reply will allow the source node to update its routing table.

6. New route selected by source node for selecting data.

7. The malicious node will drop now all the data to which it belong in the route.

2 Methodology

In AODV, Dst Seq is used to determine the freshness of routing information contained in the message from
originating node. When generating a RREP message, a destination node compares its current sequence number
and Dst_Seq in the RREQ packet plus one, and then selects the larger one as RREP*s Dst_Seq. Upon receiving a
number of RREP, a source node selects the one with greatest Dst_Seq in order to construct a route. To succeed in
the black hole attack the attacker must generate its RREP with Dst_Seq greater than the Dst_Seq of the destination
node. It is possible for the attacker to find out Dst_Seq of the destination node from the RREQ packet. In general,
the attacker can set the value of its RREP*s Dst Seq base on the received RREQs Dst Seq. However, this RREQ"s
Dst Seq may not present the current Dst Seq of the destination node. Figure 2 shows an example of the black hole
attack.
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Figure: 3 Black hole attack in AODV

We use AODV protocol as the routing protocol in our method. Neighbor set is defined as all of the nodes
that are within the radio transmission range of a node, due to the rapid moment of the nodes, the neighbor set of
a node keeps changing and it is expected that the neighbor set changes faster when mobility increases. The chance
that two mobile nodes have the same neighbor set at the same time is very small. So the neighbor set provides a
good “identity” of a node, i.e., if the two neighbor sets received at the same time are different enough, we can
conclude that they are generated by two different nodes.

Two processes are implemented to say that determining neighbor set of a node is a good identification for
finding malicious node.

¢ In the first experiment, we measured the neighbor set difference of one node at different time instants t and
t + I under different moving speeds and system size (i.e., number of nodes in the system), where I means
one second.

o Inthe second experiment, we examined the neighbor set difference of two different nodes, say node A and
node B, at the same time. We measured the number of Nodes in the set of ((Y4’s neighbor set} U {B’s
neighbor set})-({A’s neighbor set} N {B’s neighbor set})).

Based on this neighbor set information, we design a method to deal with the black hole attack, which consists of
two parts: detection and response.

Detection

In order to collect neighbor set information, we introduce two types of control packets in the detection phase:
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requestneighborset(RQNS) and replyneighborset(RPNS).
The packet format of RQNS is as follows:
{srcaddr. destaddr. requestneighborseq#, nexthop }.
srcaddr is the IP address of the source node S
destaddr is the IP address of the destination D.
Each node is responsible for maintaining one counter: the sequence number of the RQNS, Each time a node sends
a RQNS, requestneighborseq# increases by one. The sequence number in each node uniquely identifies the RQNS,
which unicasts to the destination using the underlying AODV routing protocol. D or D’ (malicious node), after
receiving RQNS, replies a message RPNS.
The message format of RPNS is as follows:
{srcaddr, destadd, requestneighborseq#. neighbor set}
The first three items, i.e., srcaddr, destaddr, requestneighborseq#, identify to which RQNS this RPNS
corresponds. Neighbor set contains the current neighbor set of D or D*. This RPNS unicast back to S. There are
two major steps.

Step 1: Collect neighbor set information.

By using AODV protocol, the source node S floods RREQ packets across the network to find a route to the
destination node D. Now for each received RREP, S will unicast a RQNS packet, and the RQNS packet will go
to either D or D', depending on the path contained in RREP.

After D or D' receives RQNS, it will generate a RPNS packet, which contains its current neighbor set, and unicast
it back to S.

Step 2: Determine whether there exists a black hole attack

The source node S, after receiving more than one RPNS packet in a certain period will start comparing the received
neighbor sets. The difference among the neighbor sets is defined as the union of the received neighbor sets minus
the intersection of the neighbor sets. If the difference is larger than the predefined threshold value, S will know
that the current network has black hole attacks and take some actions to respond to it. One concern is that what if
D' first requests the neighbor set of D, and replies it to S? We think that it is difficult for D' to do so. Because D'
claim D's address, D' has to use D's address to request D's neighbor set, (otherwise, D’s neighbors can find that
D' is a masquerader). But D will raise an alert to this request, because it uses the same address of D.

Response
We assume there exists a public key infrastructure, which S can use to authenticate D or D'. After S detects the
black hole attack, it will use the cryptography-based method to authenticate D and D'. In this way, S can identify
D, the true destination.
Once D is identified, S will send a modifyrouteentry control packet to D to form a correct path by modifying the
routing entries of the intermediate nodes from S to D. We call this routing recovery protocol. The packet format
of MRE is as follows:

{destaddr, correctpath }

destaddr is the IP address of D. correctpath is the hop by hop path from S to D.
S can get the information correctpath from the received RPNS’s. After each node receives the MRE, it will modify
its corresponding routing entry (identified by the IP address of D) to make its next hop on the path to D, instead
of D'. After D receives MRE, a correct path has formed between S and D, which will make the traffic of S go to
the correct destination.

Method to Add a Malicious Node
The main setback of black hole attack is to hinder the communication from source to destination. To add
malicious nodes in AODYV the following procedure has been implemented.
First we need to modify aodv.cc and aodv.h files:
In aodv.h:
bool malicious;
In aodv.cc:
malicious = false;
if(strcmp(argv[1], "hacker") == 0)
{

malicious = true;
return TCL OK;
}

Next we need to modify the TCL file to set a malicious node:
$ns at 0.0 "[$mnode_(i) set ragent_] hacker"
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if (malicious == true) {
drop (p,DROP_RTR_ROUTE_LOOP);}

To protect MANETSs from outside attacks, the routing protocols must fulfil certain set of requirements to guarantee
the correct functioning of all the paths from source to destination. These are:

e  Only the authorized nodes shall be able to execute route discovery processes

e Negligible exposure of network topology

e Early detection of distorted routing messages

e Avoiding formation of loops

e Avertredirection of data from shortest paths

Algorithm

Step1: Source node broadcasts RREQ to neighbours

Step2: Source node receives RREP from neighbours

Step3: Source node selects shortest and next shortest path based on the number of hops
Step4: Source node checks its routing table for single hop neighbouring nodes only
Step5: If the neighbour node is in its routing table then route data packet Else The node is malicious and sends
false packets to that node

Step 6: Invoke the route discovery Inform all the neighbouring nodes about the stranger
Step 7: Add the status of stranger to the routing table of source node

Step 8: Again send packet to neighbouring node

Step 9: If step 5 repeats then broadcast the malicious node as black hole

Step 10: Update the routing table of source node after every broadcast

Step 11: Repeat step 4 to 10 until packet reaches the destination node correctly

Simulation Environment

We have implemented Black hole attack in an ns2 simulator. CBR (Constant Bit Rate) application has been
implemented. The problem is investigated by means of collecting data, experiments and simulation which gives
some results, these results are analyzed and decisions are made on their basis. The simulator which is used for
simulation is ns2. Using ns2, we can implement your new protocol and compare its performance to TCP. To
evaluate the performance of a protocol for an ad hoc network, it is necessary to analyze it under practical
conditions, especially including the movement of mobile nodes. Simulation requires setting up traffic and mobility
model for performance evaluation. Table 1 shows the parameters that have been used in performing simulation.

Table 1: Simulation Parameters

Parameters Value
Simulator Ns-2.34
Data packet size 512 byte
Simulation time 1000 sec
Environment size 1000 x1000
Number of nodes 50
Transmission range 250m
Pause time 2s
Observation parameters PDF, end-to-end delay, overhead
No. of malicious node 1
Traffic Type CBR
Mobility 60 m/s
Routing Protocols AODV and IAODV

3 Result

In a network when a node becomes malicious it grasps he IP address of the node and thereby claims to have the
shortest path. The source in response ignores all other RREPs received from other nodes. By using neighborhood
based method [3] we have implemented and tried to detect black hole attack in the network and represented how
the routing tables changes on receiving RREQ and RREP.
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Figure 4: Simulation result

PDR (Packet delivery ratio)
It can be measured as the proportion of the received packets by the destination nodes to the packets sent by the

source node. This assesses the capacity of the protocol to convey data packets to the destination in the vicinity of
malicious nodes.

PDR = (received packets / packets sent) * 100

Energy Consumption
It gives the energy utilized by the node as a part of the network. It diminishes with black hole attacks of the fact

that the packets transmitted between the source and destination gets dropped which prompts less transmission
between the nodes.

Throughput

Throughput is characterized as the effective information or data packets transmitted per unit time. The parameter
differs specifically with the number of packets received and is inverse proportional corresponding to the end to
end delay. Accordingly, these two are the integral variables for the throughput.

Throughput = X received packets /(arrived timesendtime)*packet size*time /1000 in kbps.
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Figure 5: Energy consumption graph
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4 Conclusion

Black hole attack is one of the most important security problems in MANET. It is an attack that a malicious node
impersonates a destination node by sending forged RREP to a source node that initiates route discovery, and
consequently deprives data traffic from the source node. A neighbor set based approach has been used to detect
black hole attack and a muting recovery protocol to mitigate the effect of black bole attacks methods could
effectively and efficiently detect black hole attack without introducing much routing control overhead to the
network. In the future, we would like to further explore whether there exists a non-cryptography based method to
identify the true destination and the optimal detection.
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Abstract

Heart is an important organ in every living organism. Heart disease diagnosis and prediction should be done with
perfection, whereas little mistakes can cause us many problems and even death related to heart disease and increasing
day by day. To come out of this problem we need a prediction system to make awareness of these diseases. Machine
learning is a part of artificial intelligence. It contains many algorithms which are useful to predict each and every event
in natural happening. We can calculate the accuracy by using machine learning algorithms for prediction of heart
disease. For this prediction algorithms such as k-nearest neighbor, decision tree, random forest, support vector machine
and so many algorithms can be used to predict the accurate machine learning model by using the datasets which are
available at the UIC repository. We can implement these algorithms in python programming anaconda or google colab
notebook which is online software available at google platform. Google colab notebook is the best one for
implementation because it contains many types of library, header files which are useful for predicting the accuracy. In
this paper, we are going to predict whether the patient has heart disease or not byusing four types of classification
algorithms and by comparing those algorithms and find the highest accuracy model among them to predict the results.

Keywords: Heart disease, machine learning, UIC repository, algorithms, prediction.

1 Introduction

Heart is an important organ in the human body. It pumps blood to every part of our body. It supplies blood and
nutrients to all parts of our body. Heart disease is the leading factor to cause death to humans in the world. Heart
disease can be caused by smoking, by drinking too much alcohol, Stress, even obesity may cause us heart related
problems. In the year of 2019, approximately from 12.1 million to 18.6 million people died by heart disease.
According to the estimation of the World Health Organization (WHO), cardiovascular disease takes nearly 17.9
million people lives each year. So, it results in number one cause for death worldwide. Heart attack is one of the
most common among the heart diseases. The symptoms of heart attack are lack of breathing for a while period,
shoulder pain, over sweating,chest pain and also abdomen pains. It is easy to solve at the early stage of any kind of
heart disease but we need to identify as earlier as possible when it takes long timing it may not be solved much
easier they may become more complex to solve. Medical Organizations present in all over the world, gather the
health and disease related data. Those data can be used for various machine learning techniques to predict heart
disease. That's why, many algorithms can be used expertly to find the presence and absence of heart related diseases
correctly.

2 Materials And Methods

In this project, we have collected the dataset from UCI machine learning repository which contains a variety of
databases, domain theories and data generators. This dataset contains 14 features such as age, sex, cp, trestbps, chol,
fbs, restecg, thalach, exang, oldpeak, slope, ca, thal, and target. First we have to preprocess the data which we have
taken. Data preprocessing helps our data to make it suitable for the machine learning models.Its one of the most
important steps to create a machine learning model which gives us best accuracy.

2.1 Data Preprocessing

Data preprocessing steps are a necessary part to create a machine learning model. The Steps involved are:
2.1.1Importing Libraries:

To perform data preprocessing using python we need some libraries which are available predefined. These libraries
are used to build a model which is good for doing specific things. Some of the libraries are
pandas,numpy,matplot,seabornect..

2.1.2Importing Datasets:

We have to import a dataset which we have taken from the UCI repository. The dataset should be in a different
format but we have taken comma separated value files. To import a dataset in Google colab we have to upload the
dataset in google drive,then copy the path of the dataset which we have uploaded and for anaconda we do not need
to upload dataset because it is an offline tool.

2.1.3Taking care of missing data in the datasets:
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Sometimes, some data are missed in the dataset. This might cause a problem while training and testing the model.
To overcome this type of problem, we can remove the particular row or column which has a null value, but this
method is not 100% efficient. So to handle this, we can calculate mean value for a particular feature that contains
null value and replace the resultant value with a missing value. Here, isna() function is used to identify the missing
values.

2.1.4Encoding Categorical Data:

After viewing the dataset i have need to convert the categorical values into dummy variables. Dummy variable is
nothing but it contains only 0 and 1.Here 1 is used to identify that the presence of value whereas 0 is used for the
other identificationpurpose. One hot encoder is one kind of method used to encode the categorical data in dataset.
2.1.5 Splitting the dataset into Training set and Test set:

In this step, we are splitting the dataset into two sets, which are train set and test set. In train set, Machine Learning
Model gets trained, that is Machine Learning Model will attempt to understand the correlation. In the test set, the
model is tested which means it checks how it can predict the heart disease accurately. A general rule for splitting the
dataset is 80% of the dataset should be a training set and the remaining 20% of the dataset should be a test set.

2.1.6 Feature Scaling:

It is the final step in data preprocessing for dataset in Machine learning. It is one of the steps to specify the
independent variable with specific range. It helps us to make the independent variable in dataset to not depend on
any other variables.

3 Proposed Algorithm

Here, we are using the classification algorithm which is able to say that whether the person is suffering from heart
disease is not. Here we have taken four different algorithms to find out which model is suitable for predicting the
heart disease efficiently. The used algorithms are K Nearest Neighbor, Support vector machine, Decision Tree
Classifier, Random Forest Classifier.

3.1 Classification:
There are three types of machine learning. They are supervised learning, unsupervised learning and reinforcement
learning. Here we have used Classification. Classification is one of the supervised learning models which helps us to
predict a label. Whereas Regression is used to predict continuous outcome values. It identifies the objects and
separates them into categories. Classification can give us an output in the form of yes or no (1/0) type.
3.1.1 KnearestNeighbour:
The K nearest neighbour algorithm (KNN) is a non-parameter classification method in statistics.It divides the data
into classes based on the data point distance.The data which are close to each other is considered that they are
similar to each other in the same closet cluster. To find distance we will use the euclidean metric method
mathematical formula is ,
d(x,x”)=square root of (X1-X1" )*+(Xn-Xn")? 1)

3.1.2 Support Vector Machine:
Support vector machine (SVM) is a specific linear classifier which is based on the principle of Margin
Maximization. It is helpful in high dimensional spaces which is the case where the number of dimensions is greater
than the number of samples. It can be applicable for both linear and non-linear problems. Support Vectors are useful
in maximizing the classifier’s margin.
Mathematical expression for SVM optimization problem,

f(w)=12||wl|2,g(w.x+b)-1,i=1....m (1)
Whereas in function of lagrangian
L(w,b,a)=12||w||2-> mi =1ai[yi(w-x+b)-1](2)
3.1.3 Decision Tree Classification:
Decision tree algorithm comes under the supervised machine learning algorithm. In this algorithm, the main aim is
to develop the training model which can be used to calculate the value of the target variable by studying simple
decision rules deduced from training data. It obeys the Sum of Product representation.
Entropy is a collection of information needed to express some kind of sample. The mathematical expression for this
is,
Entropy = -, pi* log (pi) 1)
Gini Index is the measure of inequality samples. It values between 0 and 1. It is also known as Gini impurity. The
index value O refers to perfectly homogeneous and 1 refers to maximal inequality among the elements. The
mathematical expression is,
Gini index = 1 -y p? )
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3.1.4 Random Forest Classifier:
Random Forest algorithm is a one kind of supervised learning machine learning algorithm.It is one kind of flexible
type algorithm it is easy to produce and it also does not need any kind of hyper-parameter tuning which produces
great results. We can simply say that it builds multiple decision trees and combines them all together to result with
stable prediction along great accurate values.The formula for classification we can use Gini index method of
decision tree algorithm,the mathematical expression is ,

Gini=1-Y p? @)
It is used to determine the node of branches by using class and probability.We can also use the entropy method to
find the node of branches.

4 Step By Step Procedure
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Figure 1: Flow Chart For Steps of Heart Disease Prediction

Here, the steps involved in predicting heart disease are shown in the form of a Flow Chart in Fig.(1). These are the
following steps involved importing a dataset, training the data & testing the data, Algorithm preferred among them
the best accurate producing model is considered as the final result.

5 Experiment Result
The training and testing accuracy obtained by above used algorithms are:
Table 1: Training and testing accuracy

MODEL TRAINING ACCURACY | TESTING ACCURACY
K nearest neighbor 86.79% 86.81%
Support vector machine 93.40% 87.91%
Decision tree classifier 100% 78.02%
Random forest classifier 100% 82.42%

By comparing all the above algorithms, heart disease prediction using machine learning can be efficiently done by
the Support Vector Machine (SVM) algorithm, which gives 87.91% testing accuracy.

6 Conclusion

In our day to day life, the number of death cases is increasing rapidly due to heart disease. So it is important to
develop a model to predict heart disease wisely and precisely. Because of this, four classifications algorithms are
compared and considered the algorithm with highest accuracy as the well efficient algorithm to predict heart disease.
Here, Support Vector Machine (SVM) results in highest accuracy 93.40%.

7 Future Work
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In future, we can try other performance measures and other machine learning techniques like XGBoost classifier,
Logistic Regression, Naive Bayes and so on, for better heart disease prediction and its accuracy. This can help
many medical organizations with a superior model which is used for early disease prediction.
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Abstract

In recent days, the data are transformed in the form of multimedia data such as images, graphics, audio and
video. Multimedia data require a huge amount of storage capacity and transmission bandwidth. Consequently, data
compression is used for reducing the data redundancy and serve more storage of data. In this paper, addresses the
problem (demerits) of the lossy compression of images.

This proposed method is deals on SVD Power Method that overcomes the demerits of Python SVD function. In
our experimental result shows superiority of proposed compression method over those of Python SVD function and
some various compression techniques. In addition, the proposed method also provides different degrees of error
flexibility, which give minimum of execution of time and a better image compression.

Keywords: Image Compression, Singular Value Decomposition, MSE, Lossy image compression, PSNR.

1 Introduction

The Singular Value Decomposition(SVD) is a generalization of the eigen-decomposition used to analyze
rectangular matrices. It plays an important role for many exciting real-world applications such as Mathematical
models, physical and biological processes, data mining , search engines to rank in huge databases, including the
Web, image processing etc. The purpose of this paper is to present the SVD applied to the image compression.

The main idea of image compression is reducing the redundancy of the image and the transferring data
in an efficient form. The image compression takes an important place in several domains like web designing, in
fact, maximally reduce an image allows us to create websites faster and saves bandwidth users, it also reduces the
bandwidth of the servers and thus save time and money. Here, we used two aspects: image size in pixels and its
degree of compression. The main goal of such system is to reduce the storage quantity as much as possible while
ensuring that the decoded image displayed in the monitor can be visually similar to the original image as much as
it can be.

2 Existing Methods

In past few years, various image compression schemes and their applications in image processing have been
proposed. In this section, a empirical review of few important contributions from the existing method is presented.

In general, there are two approaches for image compression: lossy or lossless[1,2]. A lossless
compression is an image compression technique that allows no loss of data, and which retains the full information
needed to reconstruct the original image. This type of compression is also known as entropy coding because of
the fact that a compressed signal is generally more random than the original one and the patterns are removed
when a signal is compressed. The lossless compression can be very useful for exact reconstruction of images. The
compression ratio provided by this kind of methods is not sufficiently high to be truly used in image compression.
Lossless image compression is particularly useful in image archiving as in the storage of legal or medical records.
The lossless image compression methods include: Bit-plane coding, Huffman coding[3], Run-Length coding and
Entropy coding.

Lossy compression is another type of image compression technique in which the original signal cannot
be exactly reconstructed from the compressed data. The reason behind this is that much of the detail in an image
can be discarded without greatly changing the appearance of the image. In lossy image compression, even a very
fine detail of the images can be lost, but ultimately, the image size is drastically reduced.

Lossy image compressions are useful in many applications such as broadcast television, video
conferencing, and facsimile transmission, in which a same amount of error is an acceptable trade-off for increased
compression performance. Among methods for lossy compression, we find: Transform coding Fourier-related
transform, Fractal compression[4], Discrete Cosine Transform[5,6] and Wavelet transform.

Generally, SVD is a lossy compression technique which achieves compression by using a smaller rank
to approximate the original matrix representing an image. Furthermore, lossy compression yields good
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compression ratio comparing with lossless compression while the lossless compression gives good quality of
compressed images.

According to the state-of-the-art, there are several works suggested to use the SVD with other
compression methods or with variation of SVD. Awwal et al.[7] presented new compression technique using SVD
and the Wavelet Difference Reduction. The WDR used for further reduction. This technique has been tested with
other techniques such as WDR and JPEG 2000 and gives a better result than these techniques. Furthermore, using
WDR with SVD enhance the PSNR and compression ratio.

A technique based on Wavelet-SVD, which used a graph coloring technique in the quantization process,
is presented in[8]. This technique worked well and enhanced the PSNR and compression ratio. The generated
compression ratio by this work ranged between 50-60%, while the average PSNR ranged between 40-80db.

Ranade et al.[9] suggested a variation on SVD based image compression. This approach is a slight
modification to the original SVD algorithm, which gives much better compression than the standard compression
using SVD method. In addition, it performs substantially better than the SVD method. Typically, for any given
compression quality, this approach needs about 30% fewer singular values and vectors to be retained.

The technique given by El Abbadi et al.[13], proposes to use SVD and MPQ-BTC, the input image is
compressed by reducing the image matrix rank, by using the SVD process and then the result matrix compressed
by using BTC. Following the some objective of image compression using SVD, the most problem is which K rank
to use for giving a better image compression. For this reason, the method presented in El Asnaoui et al.[14],
introduces two new approaches: The first one is an improvement of the Block Truncation Coding method that
overcomes the disadvantages of the classical Block Truncation Coding, while the second one describes how to
obtain a new rank of SVD method, which gives a better image compression.

3 Image Compression Technique Using SVD

The main intention of studying the SVD of an image (matrix of m x n) is to create approximations of an image
using the least amount of the terms of the diagonal matrix in the decomposition. This approximation of the matrix
is the basis of image compression using SVD, since images can be viewed as matrices with each pixel being an
element of a matrix.

The main concept of this section is to present two algorithms: The first one is the Python SVD function,
while the second one describes how to obtain a new SVD using Block SVD Power Method.

3.1 Algorithm of Python SVD Function
We will use numpy.linalg library's svd function to compute svd of a matrix in python. The svd function
returns U,s,V .
o U has left singular vectors in the columns
e sisrank 1 numpy array with singular values
e V has right singular vectors in the rows -equivalent to V transpose in traditional linear algebra literature
The reconstructed approximation of the original matrix is done using a subset of singular vectors as below
in the compress_svd function . We use numpy array slicing to select k singular vectors and values. Instead of storing
mxn values for the original image, we can now store k(m+n)+k values.

reconst_matrix = np.dot(U][:,:k],np.dot(np.diag(s[:k]),V[:k,:]))

def compress_svd(image,k):

Perform svd decomposition and truncated (using k singular
values/vectors) reconstruction

returns

reconstructed matrix reconst_matrix, array of singular values s

U,s,V = svd(image,full_matrices=False)
reconst_matrix = np.dot(U[:,:k],np.diag(s[:k]),V[:k,:]))
return reconst_matrix,s

3.2 Algorithm of SVD Power Method

Input: A matrix A €(R)™™, a block-vector
V = V(0) € R™* and a tolerance tol
Output: An orthogonal matrices
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U = [ug,uz,...,us] € R™

V = [vi,va,...,vs] €R™S

and a positive diagonal matrix

X =diag(ou,,...,0)

such that : AV =UX

While (err > tol) do
AV = QR(factorization QR),
Ue«—Q(:1:5)
(the s first vector colonne of Q)
ATU = QR,
VeQ(:,1:s)and X« R(1:5s,1:5)
err = ||AV - UZ]|

End

3.3 Proposed Image Compression Technique

The contribution of this paper is the introduction of the concept of application of Block SVD Power Method to
image compression, the main idea of image compression is reducing the redundancy of the image and the
transferring data in an efficient form.

We propose our method to integrate the Block SVD Power Method and adopt it to create an algorithm
that compress an image. Figure 1 shows the main pipeline of the proposed method.

When the SVD is applied to an image, it is not compressed, but the data take a form in which the first
singular value has a large amount of the image information. With this, we can use only a few singular values to
represent the image with slight differences from the original. The input image can be a color image with RGB
color components or may be a grayscale image. Additionally, for creating new image with Python SVD function
as indicated in the Fig. 1, we use :

Lomp = U(:;, 1:K)*Z (1:K,1:K) *(V(:;, 1:K)D 1)

Red Green Blue
Component Component Component

\ 4

[ Calculate the SVD for every Component ]

\ 4
[ . Create new image] with SVD

[ Output compre}sed Image

Fig. 1 New Architecture of Image pre-processing using SVD
In this paper is to set up a new algorithm for image compression that overcomes some inconveniences
encountered in existing methods that use Python SVD function. Our modification consists of a computing the
SVD for each component step, in which the entries in the image I are calculated using Block SVD Power Method

obtained by [15] instead of Python SVD function[14] and keeps the K rank determined by (see Eq.5).
We suggesting an image compression based on Block SVD Power Method. Most of methods focus on
other methods and other variation of SVD. Moreover, our method is novel, efficient for solving our problem. It is
general and many other computer visions can benefit from using it. The results are clearly showing the superiority
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of the proposed lossy image compression technique over those of Python SVD function and some different
compression techniques.

4 Experimental Results

Main aim of our work is Image compression. Our experiments were performed on several images available on
WANG Databases. Simulations were done in Python.

4.1 Measurement for comparison

To evaluate the performance of the proposed method, the quality of the image is estimated using several quality
measurement variables like, Mean Square Error (MSE) and Peak Signal-to-Noise Ratio (PSNR). These variables
are signal fidelity metrics and do not measure how viewers perceive visual quality of an image.

4.1.1 Measurement of Compression Ratio

The degree of data reduction obtained by a compression method can be evaluated using the compression ratio
(Qcomp) defined by the formula:

Size of Original image

Qcomp = Size of Compressed image )

4.1.2 Mean Square Error(MSE)

MSE, which for two M * N monochrome images X and Y where one of the images is considered noisy
approximation of the other and is defined as follows:

euse = gy 2iko' L)X @) =YD )
4.1.3 Peak Singal-to-Noise Ratio (PSNR)

PSNR is measured in decibels (dB), and is only meaningful for data encoded in terms of bits per sample bits per
pixel. For example, an image with 8 bits per pixel contains integers from 0—255. PSNR is given by the following

equation:
2

B_
PSNR = 10 log,, &2 )
€MSE

A high PSNR value indicates that there is less visual degradation in the compressed image.

4.2 Image Compression

We test our method, we develop a user interface. The method was applied to various and real images to
demonstrate the performances of the proposed algorithm of image compression.

Here, we used 2 color images such as Giraffe and India Gate available in WANG Database and one in
grayscale. Figures 4, 5, 6 and 7 show the test images and the resulting compressed images using Python SVD
function [14] and the proposed compression method.

We recall that our goal is to approximate an image (matrix of m x n) using the least amount of
information. Thereby, to obtain a better quality of the compressed image using SVD, we use the K rank determined
by El Asnaoui et al. [14]:

mxn

®)

- m+n+1

Where m and n are the size of original image.
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(a) Giraffe (b) India Gate (c) grayscale

Fig. 4 Original images

4.2.1 Analysis with Color Image

After rank K = 438, we obtain:

(a) (b)

Fig. 5 Image compressed results obtained by: a. Python SVD function , b. Proposed method

Table 1 Tmage compression results for Giraffe.jpg, 1024 x 768, 858Kb, by using:
Python SVD function Proposed method

K Qecomp MSE PSNR  Qcomp MSE PSNR
25 9.8635 30.8213 30.7839 7.5023 46.8792 48.0017
50 9.4127 31.2231 32.8613 7.4123 47.2051 49.6834
75 8.8454 33.4624 349174 7.3923 482928 50.7678
100 8.2839 35.5016 36.9711 7.3722 49.3804 51.8522
125 8.0601 36.9601 38.5246 7.3628 50.2263 52.6677
150 7.8416 38.4162 40.0752 7.3532 51.0722 53.4831
175 7.7425 39.6034 41.4147 7.3538 51.3384 53.7384
200 7.6453 40.7905 42.7541 7.3543 51.6045 53.9934
225 7.5935 41.8770 43.9656 7.3481 52.7398 55.0594
250 7.5402 42.9643 45.1763 7.3419 53.8751 56.1254
275 7.5041 44.0238 46.3197 7.3371 55.0086 57.2463
300 7.4661 45.0832 47.4630 7.3323 56.1422 58.3672
325 7.4393 46.1445 48.5717 7.3312 57.4115 59.8254

350 7.4123 47.2051 49.6804 7.3301 58.6809 61.2833

52



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

375 7.3923 48.2943 50.7653 7.3283 60.5681 63.8087

400 7.3722 49.3834 51.8542 7.3264 62.4553 66.3341

425 7.3628 50.2573 52.6687 7.3234 66.6775 71.6270

438 7.3532 51.0722 53.4831 7.3203 70.8998 76.9199

Fig. 6 Image compressed results obtained by: a. Python SVD function , b. Proposed method
Table 2 Tmage compression results for IndiaGate.jpg, 1024 x 768, 858Kb, by using:
Python SVD function Proposed method
K Qcomp MSE PSNR Qcomp MSE PSNR
25 9.5409 27.6201 33.9037 7.0768 43.7210 46.9405
50 9.2389 28.4011 35.1045 6.9845 44.5122 48.4405
75 8.6088 29.8450 36.2988 6.9623 46.1665 49.8235
100 7.9788 31.2889 37.4932 6.9401 47.8209 51.2066
125 7.7346 32.5600 38.5471 6.9317 49.2150 52.4031
150 7.4904 33.8312 39.6011 6.9234 50.6091 53.5996
175 7.3713 35.0760 40.6256 6.9227 51.0844 54.0164
200 7.2523 36.3209 41.6502 6.9221 51.5598 54.4332
225 7.1760 37.5911 42.7026 6.9072 53.7449 56.6567
250 7.0998 38.8613 43.7551 6.8923 55.9301 58.8803
275 7.0621 40.2133 44.8726 6.8863 58.021 61.0707
300 7.0245 41.5653 459901 6.8804 60.1123 63.2612
325 7.0028 43.0392 47.2161 6.8779 62.271  65.2258
350 6.9811 44.5132 48.4421 6.8754 64.4297 67.1905

375 6.9595 46.1671 49.8244 6.8720 67.6065 70.9153
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400 6.9379 47.8211 51.2067 6.8687 70.7834 74.6401
425 6.9306 49.2151 52.4031 6.8687 77.7668 83.8061

438 6.9234 50.6091 53.5996 6.8688 84.7503 92.9721

4.2.2 Analysis with Grayscale Image
In order to compare this performance, we also applied the new method to the gray scale image.
After rank K = 548, we obtain:

(@) (b)
Fig. 7 Image compressed results obtained on the: a. Python SVD function, b. Proposed method

Table 3 Image compression results for grayscale.jpg, 1024 x 960, 480Kb, by using:
Python SVD function Proposed method
K Qcomp MSE PSNR Qcomp MSE PSNR
25 49878 80.3421 27.6723 4.0621 9.5381 39.5372
50 49789 78.5091 29.2222 4.0589 9.4523 38.4098
75 4.6460 55.8911 31.08 4.0693 7.5163 39.5551
100 4.3132 33.2732 32.9378 4.0798 5.5803 40.7005
125 4.2067 25.1121 344039 4.1016 4.5246 41.7318
150 4.1002 16.9510 35.8701 4.1234 3.4689 42.7631
175 4.0779 13.2016 37.1421 4.1219 2.8566 43.7176
200 4.0556 9.4523 38.4142 41205 2.2443 44.6722
225 4.0699 7.5168 39.5574 4.1053 1.8652 45.5686
250 4.0843 5.5813 40.7006 4.0901 1.4861 46.4651
275 4.1037 4.5258 41.732 4.0756 1.2432 47.3227
300 4.1231 3.4704 42.7634 4.0611 1.0004 48.1803
325 4.1237 2.8574 43.7169 4.0531 0.8417 49.0217
350 4.1243 2.2444 44.6705 4.0452 0.6831 49.8631

375 4.1082 1.8626 45.5675 4.0346 0.5765 50.6617
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400 4.0921 1.4808 46.4645 4.0241 0.4699 51.4603
425 4.0796 1.2405 47.3226 4.0198 0.3855 52.4072
450 4.0671 1.0003 48.1808 4.0156 0.3011 53.3541
475 4.0551 0.8422 49.0215 4.0139 0.2422 54.4873
500 4.0432 0.6842 49.8622 4.0123 0.1834 55.6206
525 4.0336 0.5770 50.6612 4.0112 0.1353 57.2296

548 4.0241 0.4699 51.4603 4.0101 0.0872 58.8387

4.2.3 Analysis with Other Methods

To evaluate the robustness of our scheme, we test it with other methods like: [10, 13, 14]. Added experiment
results for two images are listed in Table 4.

Table 4 ITmage comparison with various algorithms
Color image (Fig. 4a) Grayscale image (Fig.4c)

Qeomp MSE PSNR  Qeomp MSE PSNR
BTC method [13] 9.2713 62.0951 30.2004 5.3912 16.1183 26.0905
BTC method [10] 7.3406 7.9635 39.1261 3.9808 19.0298 35.3689
BTC method [14] 6.7203 2.7451 43.7507 2.8441 3.4708 42.7644
SVD method [14] 7.3508 0.2900 53.4831 4.0261 0.4722 51.4612

Proposed method 7.3107 0.0013 76.9199 4.0110 0.0804  58.8387

In this paper, the proposed algorithm is compared with the Python SVD function [14] and the other state-
of-the-art algorithms.

When applying the proposed method to image compression, Figs. 5, 6 and 7, it is shown that the
compressed images by two approaches are similar to original images. But the human visual response to image
quality is insufficient.

We compare the performances of the proposed method, several values were used in this study to measure
the quality of the compressed image. We will discuss PSNR and MSE values, because, they are used to compare
the squared error between the original image and the reconstructed image. There is an inverse relationship between
PSNR and MSE. Therefore, a higher PSNR value indicates the quality of the image.

This analysis shows the comparison when SVD and proposed method are applied on the original images.
In these experiments, we used the K rank for different images. We see in this case that the compression ratio and
PSNR, and other values of images varied when changing the rank of image during the SVD process as showed in
Tables 1, 2 and 3, and it is evident that the proposed technique gives better performance compared to the SVD.
In addition, for the Python SVD function, the value of K which provides better PSNR value is the maximum
value of K = 438, while for the proposed technique, a better, compression ratio, PSNR is provided from K = 150
for color images. We concluded that our proposed method result is 1/3 of K rank compare to other methods.

Concerning the grayscale image analysis, it seems that the value of K which gives better PSNR value is
the maximum value of K = 548, while for the proposed method, a better, compression ratio, PSNR is provided
from K = 400.

We compared the proposed algorithm with the other algorithms as shown in Table 4. Hence, show our
proposed algorithm performs com-parable to other existing techniques. It is able to produce a compressed image
with better visual quality, as indicated by its PSNR.
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5 Conclusion

In this work a novel method for image compression, this technique is very simple, and it can be used to overcome
limitations of existing algorithms, that used in the Python SVD function. The results shown that the proposed
approach might be considered as a solution for the development of image compression. Our proposed method of
image compression is provided faster due to the minimum number of iterations in the compression algorithm.

Future Scope

The future scope of this work is using the SVD for statistical applications to find relations between data, in the
area of medical image denoising with different thresholding techniques associated with these multiwavelets,
implements a compression technique using neural network.
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Abstract

Wavelet Transforms method can be used for image processing issues, medical image applications and their
visual methods. The objective of this paper is to provide secure transmission in between sender and receiver. In this
paper we provide data hiding techniques by using encryption and decryption transmission process for maintaining
security issues. In this method we embedded the original image with secure information by using lossless data
hiding method. We apply Discrete Wavelength Transform (DWT) for encrypting the input messages and at receiver
side, when the message is arrived then we apply decryption technique using Inverse Discrete Wavelength
Transform(IDWT) algorithm to get the original image and secret information.Reducing Noise ratio when to
compare to existing system of various watermarking levels using DWT and IDWT algorithm.PSNR (Peak — Signal
Noise Ratio) is high when compared to existing system, so noise ratio is very low.

Keywords: Data hiding, Wavelet transformation, Digital imaging process, Mathematical functions
1 Introduction

To maintain the data communication confidentiality is a major issue. Data hiding process is performed by using a
non — conventional approach called steganography [1].Now a days Data communication and Secure the data is the
major challenging task due to technological growth. Steganography is used to control the data hacking,unwanted
actions of data from intruders .Robustness, lacking of security risks are the disadvantages of existing work [2].To
overcome these problems,This research work focused on secure data hiding in image by using Wavelet
transformation process. Various methods are clearly explained in different sections of this paper. Digital image
processing techniques are to be used for the image manipulation by the computer devices.It is relatively developed
recentlyby using man’s ancient fascination with visual stimuli. Image is a two-dimensional object which has
photograph, screen display and as well as a three-dimensional statue. Images maybe captured by using optical
components cameras, telescopes etc[3].
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The word image can be expressed in the form of map, graphs, and piecharts. Image composition can be expressed
in the form of pixels. Image resolution can be increased to increase the file size and compression can be done with
the reduction of file size.

Image file formats: Images can be organized by using Image file formats.Compression of images is done in
the form of pixel or vector data.

Raster format:

<

Wector format:
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Figure2: Image files format types

Image processing techniques: Image processing techniques are image enhancement,image

restoration,image analysis,image compression,image synthesis.These techniques are shown below.These type
of operations are used to create images from other images or non-image data.

[ Image Enhancement ] Figure B:Image
processing techniques

[ Image Restoration ]

Mathematical functions
are applied for Haar
(imame Anaves ) PP

- wavelet  transformation

methods. This method
tmege Compression | can be used for getting
secured data with more

Image Symthesis
(Limos=sr ) accuracy.Haar ~ wavelet
transformation ~ method
consists of standard decomposition method and nonstandard decomposition method.

Related works is presented in section 2.section 3 provides the wavelet transformation process. Section 4 gives system
overview and methods and implementation is given
in section 5.Results are given in section6.Conclusion are presented in section 7.

2 Related works

Zhang etal described the reversible data hiding in encrypted images[4,5]. They have focused on survey of
different methods for data reversible hiding of encrypted images. It provides security of embedded data.
Encryption techniques are used for data hiding process. AES data encryption techniques for reversible data
hiding in encrypted images. They proposed various algorithms for encrypted image.Qin.etal describes the
Reserving room before encryption based on reversible data hiding with encrypted images [4, 5].They have
focused on novel based analysis for retrieval of hidden data with digital color images and proposed the
encrypted images for separable reversible data hiding process. This method proposed the encryption key
methods for improving the embedding capacity.Hong etal [6] proposed the medical image process
withwatermarking techniques of encryption techniques.Rajeswari.etal focused on Mathematical
analysis[14].Many researchers have been done work on the improvement of visual perceptibility performance.
Based upon these analysis results, we can enumerate the disadvantages of the existing method.

3 Wavelet Transformation Process

We have proposedvarious methods which described secure data transmission for sending and receiving data
with minimizing the noise when compared to existing system.Wavelet transformation process is described
clearly.

3.1 Encoding process

In this process, we proposed a method for data hiding, stenography and watermarking techniques. First of all,
Browse the Original image from library for embedding the secret message and transmit to the receiver end. And
then edit the secret information or message in our text field and then push the button for embedding the original
image and secret information or message. After that, to save the encoded image in folder and then select the
encoded image for applying the various level of water marking techniques using DWT (Discrete Wavelet
Transform) 1 to 5 levels of algorithm for reducing the noise ratio of the encoded image. Calculating the PSNR
and MSE values of every stage of watermarking levels. Each and every level of watermarking will reduce the
noise ratio of encoded image. In this process, finally we perform the IDWT (Inverse Discrete Wavelet
Transform) using this algorithm Inverse extraction of watermarking process for decoding process to get the
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watermarked final image with minimum noise ratio when compared to existing system[4]. Calculating the
PSNR and MSE values of every stage of Inverse Discrete Wavelet Transform watermarking levels[5,6]. Each
and every level of IDWT watermarking will be reducing the noise ratio for decoded image or IDWT Final
watermarking image [7].

3.2 Decoding process

In this process, we have to select the final watermarked image or encoded image for decryption process from
getting the image of Inverse Discrete Wavelet Transform and then select the decryption process .We get the
Original image and secret information or secret message in receiver side. In this, few process of Watermarking
reducing noise ratio when to compare to existing system.

4. System overview:

— HIBOEN ErcooE TRANSFER "Or Do
Loan oaTa ream [ e A E raSeiied
ARD IrAA G E A E TG e

ReTrRIvE cALCULATE oecooe
mESsAGE SHE AN THE 1A E

Figure 4.System architecture

The image and data is loaded from the system then the data is hidden into an image. The image is encoded and transfer
to the receiver. By the calculation of PSNR and MSE values, the correct image and data is retrieved on the receiver
side. Thus the secure data hiding is done using DWT and IDWT [8, 9,10 ].

4.1 Mathematical approach

In mathematics domain, the Haar wavelet transformation process needs a sequence of “square-shaped
functions which are rescaled .These are combined to form a wavelet family Wavelet analysis follows just like
to Fourier analysis which allowsa target function in an interval and represents the orthonormal basis function.
This process follows an orthonormal system with in the space of interval [0,1].Haar wavelet is also known
as Dbu.It is simplest possible wavelet method and not continuous. Sudden transitions for signal analysis and
monitoring of machine tool’s failures [11, 12,13].Description of the Haar wavelet's mother wavelet function can
be formulated which are given below.

T o=t<%, Eq (1)
¥(it) =4 -1 L <t<a,
0 otherwise.
Its scaling function ¢ (¢) can be described as
w=f1 o0=sz<1, = Eq(2
=10 otherwise.

5 Methods and Implementation

This Paper presents a secure transmission process of images with using various level of watermarking
techniques. This present method that combine the secret message and image of data hiding technique,
encryption and watermarking technique for denoised and secure image transmission purpose.Original image is
embedded with secure information with the help of lossless data hiding method and do the encryption algorithm
forthe secret images. Using DWT and IDWT algorithm, we get the watermarking images and reduced the noise
ratio of final watermarking image when compared to an existing system[14]. We can apply inverse methods for
getting the original image and secret information on receiver side, when the message is arrived thus the secret
information and image is retrieved without any error in the receiver side[5].

5.1 Discrete wavelength transform techniques
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Discrete Wavelet Transform techniques are used image pixels into wavelets, wavelet-based compression method and
coding process. It reduces the noise ratio of final watermarking image [14].

5.1.1 DWT Procedure

The length of DWT is 16 bits. Low-pass sifted signal is in augmentations of two and the initial eight
components of the vector are assembled in the subsequent coefficients. At Second phase of the DWT cycle: The
first sign is considered as high-pass separated in the development of two and the coefficients are last eight
components of vectors [8].

5.1.2 DWT Process

First of all one-dimensional DWT can be applied to all rows and also applied to all the columns of first-stage
results which gives four band regions, such as LL, LH, HL. and HH.

Figure 5.DWT Image
Processing

5.2 Multilevel inverse
discrete wavelength
transforms Technique

In Inverse Discrete Wavelet Transform, we select the final encoded image for decryption process. And then by
decrypting technique we get the original image and secret information or secret message in receiver side[15].

IDWT Procedure

First of all, interleave all the low-pass and high-pass components of the wave-let .The converse segment of low-
pass channel can be applied two additions and the backwards of high-pass channel is applied in two
augmentations. Procedure for registering the one-dimensional converse DWT, is to delineate the reverse DWT
for a one-level DWT of length 16 (accepting channels of length four). Determine the High-pass channel is as per
the following by utilizing low-pass channel

5.3 Multilevel ID Discrete Wavelet Transform of data

It provides the information about frequency components which are present and to increase the information about
the signal for doing further processing. Particularlywe will able to get smooth images/signals at the subbands of
the first level of decomposition.Butwe will recognize noise more hardly. Generally different levels of
decomposition process to allowanalyzing and processing the images or signal features of different scales, which
are to be critical in some applications[16].

Proposed Algorithm:
Input: Input data-array

Wavelet:Object —-Wavelet to use
Signal extension modes to use,Level:Decomposition level is greater than or equal to 0.
If level is none
Then it will be calculated by using the dwt_max_level function
Axis:Axis is over to compute DWT.
If not given, last axis is used.
Returns,Ordered list of coefficients arrays where n denotes the decomposition level.
For Direct reconstruction process,,take Coefficients type ‘a’,&’d’
‘ar’ means approximations reconstruction, ‘d’ specifies the detailed reconstruction process.
arrays of coefficients are reconstructed.
wavelet : Wavelet object or name which is to use
it may be optional.
Multilevel reconstruction level.
Default is 1.
Take central part of length equal to ‘take’ from the result. Default is 0.
Returns: rec : ndarray
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1-D array with reconstructed data from coefficients.
5.4 Applying a Digital wavelet transform to an image

Wavelet transformation techniques are using number of applications based on Fourier transformation process.
Wavelet Transforms (WT) process can also be used Image compression methods,Feature extraction phases,
image denosing and other medicalimage techniques, Speech recognition process, Computer vision
method.Physics parameters have seen various operations such as dynamic operations, matrix allocation
methods, optics, quantum mechanical properties.[18].This method is implemented in Python environment.
Mostly This method is more useful in health care applications(heart analysis rate, ECG-analysis etc.)[14].

6 Experimental Results and Discussion

Two matrices are used for the representation of Indexed images .A color map matrix and image matrix. Color
map matrix representing all the image colors. Image matrix represents indexes which corresponds to the
colormap.The size of color map matrix is N*3.,Here N=different colors of images.The wavelet toolbox only
supports indexed images that have linear, monotonic color maps. Often color images need to be pre-processed
into a grey scale image before using wavelet decomposition and implementation in MATLABenvironment
[11,12,17].A digital image is composed of pixelsin the form of as small dots on the screen [13]. A typical size of
an image is 512-by-512 pixels. Image format as 512-1024 pixels. Image contains information as 524288 pixels.
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y . -1 SO
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Figure 8.Image enhancementFigure 9. Embedded image Figure 10. Digital wavelet transform image

7 CONCLUSION

Based upon these analysis results, we can enumerate the main advantages of the proposed method. Reducing
Noise ratio when to compare to existing system of various watermarking levels using DWT and IDWT
algorithm.PSNR (Peak — Signal Noise Ratio) is high when compared to existing system, so noise ratio is very
low.Data hiding with DWT and IDWT techniques and no other techniques are used when compared to existing
system. This paper provides the Multilevel ID wavelet transformation process and its
implementation.Harrwavelet transformation process is also described by using mathematical functions. It
provides accuracy and increases the resolution of images and easily get the digital wavelet transform to an
image.
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Abstract

Monitoring and recording attendance on a real-time basis in a technologically enhanced era seems to be a difficult
task nowadays. There is a problem regarding analyzing the statistical attendance data as most of it is not accessible
outside the educational campus.With an intention to keep students safe while fulfilling their basic rights to education, a
design has been proposed that automatically updates the attendance of a student in the database and simultaneously
sends information to the parent, class advisor and Head of the Department. This method has been designed to be
implemented specifically in college, the approach of taking the attendance on daily and hourly basis is a reason for
students to behave disciplined. Sometimes the traditional method was complicated and there are ways where a student
can dodge and if taken physically it leads to more time consumption and can be prone to human errors. Hence several
automated techniques were devised like fingerprint, Radio Frequency Identification (RFID), Iris recognition etc. these
techniques have their own shortcomings, here a framework called Automated Attendance Tracker using Firebase Real-
time Database is proposed. The attendance is taken by placing a web camera inside the classroom that endlessly
captures the images of the student, identifies the faces in image and updates the attendance. The updated attendance is
sent to the parent and class advisor through Short Message Service (SMS) and via Electronic-mail to the Head of the
Department (HOD) and Administration wing. This highly improves the efficiency of system and is found to be less
time consuming.

Keywords: -Automated Attendance Tracker, Firebase Real-time Database, Haar Cascade Algorithm, REST API

1 Introduction

Studies show that a significant amount of time is spent on taking attendance in the classroom, it is found that
nearly 15% of the total time in one-hour lecture is consumed for taking attendance manually. To make the
productive use of time inside the classroom, automated attendance tracking systems were proposed. These
systems include Radio Frequency Identification (RFID) based Attendance Monitoring System, Fingerprint
based Attendance System, Android Mobile Based Attendance System, Face Recognition based Attendance
System etc. Initially the automated attendance tracking system had a hardware that has to be coded and a distant
server that has to work together for acquiring data and processing it electronically. The standard way of taking
attendance in school or college is by calling the names of the student by the teacher, students responding on
their roll numbers and marking ‘A’ or ‘P’ on logbook subsequently. This technique looks better and cheaper.
The biggest drawback in using the standard technique is, taking attendance is tedious, writing or marking the
information and then calculating the percentage of attendance, sorting, transferring it onto a personal computer
for additional backup etc. are complex and can be prone to errors. The system becomes ineffective when there
are large number of students in a class. Hence moving to software based automated attendance system not only
eliminates manual errors and makes the task simple, it ensures that the students uphold discipline by following
the mandatory rules of the college and thereby uplift the quality of education in the institution

2 Literature Review
In this section some of the related work described for motivation to do the work to be carried out.

Hidayat, Muhammad Ayat, et al. [1] For students, attendance is a basic requirement. The participation
of a student cannot be accessed by the faculty in the absence of the attendance process. Generally, manual
attendance is taken using paper and later signed by the students. This process leads to various complications
such as excessive usage of paper and challenging for the administration to summarize the results of the student
attendance. Hence, attendance system is essential to gather data rapidly, precisely, and efficiently. In this paper,
it is done by collecting data, analyzing, designing, and implementing the system. This system is formed by using
Java Android programming languages, Ibeacon for identifying the classroom and PHP. The key purpose of this
study is to schedule warnings based on IBEACON which makes the attendance process more efficient and can
simply be examined by the faculty and the administration.

Othman, Mahfudzah, et al. [2] In academic institutions student’s attendance record are one of the
important documents which replicate on the reliability of institutions and student’s performance. However, the
managing process of these documents had been done using pen and papers bymaking it less efficient. This paper
deliberates about the growth of new online attendance system and its architecture is based on the web. The
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online attendance is made cost-effective by integrating various web-based technologies such as Apache Web
Server, PHP, and MySQL. This system involves 4 key phases used in the construction of the framework. It is an
automated process to generate warning reports and an online attendance report. Therefore, the system is well
organized by the process of reporting and recording the attendance of a student.

Singh, Manjot, et al. [3] In today’s era irrespective of the field of education or defining both qualitative
and quantitative data, gathering of data is necessary for sustaining the reliability of research. The probabilities of
error taking place can be reduced by data acquisition. In this paper, the proposed framework has small
accessible hardware, a remote sensor, and software constituents for acquisition. It can be implemented in
schools, colleges, industries, and hospitals. This system is used for taking attendance in colleges and schools
making it modest and well-organized. The educational organizations are the main users where there is a
prerequisite of user-friendly, energy-efficient, portable, and protected automated system. Therefore, the
prototype delivers an integrated solution with an embedded attendance system. The advantages are small size
and low power consumption.

Shah, Soumil Nitin, et al. [4] This paper presents a new model of observing student attendance using
Radio Frequency Identification (RFID) with the Internet of Things (IoT). Many schools and colleges are almost
worried about student unbalanced attendance. Student's overall performance can be exaggerated due to truancy.
The outdated method of taking attendance by signing on paper or by calling names is very time overwhelming.
The top solution to handle these difficulties is RFID based attendance system using the Internet of Things.

Sawhney, Shreya, et al. [5] For teachers, attendance management is a crucial task done manually. In
order to overcome these complications smart attendance management system is implemented. Additionally,
authentication is a significant issue in this system.

3 ProposedSystem

Haar Cascade Algorithm Haar Cascade algorithm is used for object detection and is a machine learning
algorithm. With this algorithm one can identify objects in videos or images. This algorithm is operating in four
stages as shown in Fig.1. Haar feature selection selects features in the face like eyes, eyebrows, nose, mouth etc.
The feature selection is done based on Edge features, Line features, Four rectangle features. It differentiates the
brighter part and darker part of our face as white color and black color. The output of this stage is given to the
next part, creating integral images, this stage performs summation of intensities of pixels and shows certain
specific regions (features) of the image Flowchart of algorithm |

INPUT IMAGE

HAAR FETURE
SELECTION

INTEGRAL IMAGE

ADABOOST
TRAINING

CASCADING
CLASSIFIERS

Fig(1). Flow chart of algorithm

Yet for more accurate manipulation, the output of the second stage is given to Adaboost training. This stage is a
classification stage, wherein a group of poorly performing classifiers are used iteratively to bring about high and
accurate results. Finally, the last stage is Cascade classifiers, which is already trained with the positive and
negative pixels of the region of interest in an image that facilitates to take a decision if the image can be passed
or rejected.

3.1 Introduction to REST API

Generally, a client requests a server for a required information and the server responds to the client. Normally
the response sent by a server to a client is an HTML webpage. But in real-time receiving a HTML webpage for
a request generated is annoying, as the required information is only data and that too data in a structured format.
Structured data can be in the form of XML format or JASON format. In Representational State Transfer
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(REST), a client will send a request to a server, at this juncture the RESTAPI creates an object for the data,
searches for the data requested, on finding the data it responds to the client with the values (state) of that
particular object. Since the state of the object is transferred to the client, it is called as Representational State
Transfer. Hence REST API is an approach for communication between a client and a server, for web services
application.

Features of REST API
oIt is simpler than SOAP API
o It has proper documentation that is easy to understand for developing user defined applications

oIt provides proper error messages that facilitates easy debugging Resources are the data a client is requesting
for, to create a resource, read it, update it and delete it, HTTP methods can be used as shown in the Fig.2. REST
API does communication via HTTP methods.

ETHODS OF REST AP

Crosks POST
Read BET

Update PUT
Delete DELETE

3.2.Introduction to Firebase Real-Time Database

m— ]

Fig.2

Firebase Real-time Database allows to store and synchronize data between users in real time. When data is put
on a Firebase Real-time Database it stores the data on cloud and notifies all the connected devices
simultaneously. This data base is optimized for offline use, when a user loses internet, the database uses a local
cache on the device to serve and store changes, when the user next comes online the local data synchronizes
automatically. In order to keep data secured in Firebase Real-time database, database security rules are used.
Since the Firebase Real-time data base is hosted in cloud, there is no requirement for server maintenance or
operations. D. Flow Diagram of the Proposed System A web camera is in ON condition and is placed inside the
classroom. This will detect the face of the student and checks whether the student is authorized or not. If the
student is authorized, further process is initiated, using facial recognition technique (Haar Cascade algorithm)
the student present is sent to the Firebase Real- time database where manipulation is carried out and the
absentees of the day are identified. The attendance status is updated and stored in the database. This list will be
sent to the Head of the Department and Administration wing through e-mail. The absentees list is sent to the
class advisor and the absentee’s parents are notified via SMS. If the student is unauthorized further process is
declined. The entire process is shown in Fig.3
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Protes: e ‘

present » absent

‘ . Absentees il SMS to
name list parents

Process Involved in Framework. The web camera captures the face of the student and the images are stored in
the dataset. Previously, a set of photos are trained and stored in .jpg format by using Haar Cascade algorithm,
the images in the dataset are compared with the trained photos. If it matches the student is present. The updated
attendance is transferred to Firebase Real-time database through REST API by using POST or PUT method. The
data stored in the database is in the form of Java Script Object Notation (JSON) tree format. Now, both present
and absent list of the students are sent to server through REST API PUT method. The server reads it using PUT
and GET method, the process continues by sending an email to the HOD and Administration wing via Simple

Mail Transfer Protocol (SMTP), the absentee list is sent to the class advisor through SMS and further a
notification is sent to the absentee’s parents through FAST2SMS via SMS

3.3. Process Involved in Framework

The web camera captures the face of the student and the images are stored in the dataset. Previously, a set of
photos are trained and stored in .jpg format by using Haar Cascade algorithm, the images in the dataset are
compared with the trained photos. If it matches the student is present. The updated attendance is transferred to
Firebase Real-time database through REST API by using POST or PUT method. The data stored in the database
is in the form of Java Script Object Notation (JSON) tree format. Now, both present and absent list of the
students are sent to server through REST API PUT method. The server reads it using PUT and GET method, the
process continues by sending an email to the HOD and Administration wing via Simple Mail Transfer Protocol
(SMTP), the absentee list is sent to the class advisor through SMS and further a notification is sent to the
absentee’s parents through FAST2SMS via SMS.

Students Login

N, —
- ’ client j POST PUT
i H . - . METHOD
i .

REST API
PUT GET Database
METHOD
REST API _l_. ‘

')

server

Fig(4).Working of proposed model
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4 Sample Results

User Name
Enter Username
Password

er password

Remember me

Cancel Forgot password?

H P Type here to search

Fig(a). Student Login
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Fig (c).Using haar cascade algorithm

Fig (d). Detect the face
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Fig(f) E-mail sent to the HOD

68



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

Wednesday, 11 February 2021

Dear parent ,your
ward priya is absent
today Thank youll!

By ABC school.

2 12:36 pm

e

M bl

Fig(g).SMS sent to parents

5 Conclusion and Future Works

The proposed attendance tracking system will serve as a useful approach to automate the attendance recording,
it provides more accuracy and less prone to human error, works fast and is always synchronized to its connected
devices. This seems to be an effective methodology when compared to conventional method and the other
automated systems. As a future enhancement, live classes taken by the professor can be recorded and sent
automatically to the absentees of the particular day.

Acknowledgement

I would like to express my special thanks of gratitude to my Professor Mrs. Saranya, who help me to do this
wonderful project

References

(1]

(2]

(3]

(4]
(5]

(6]

[7]

M.Julie Therese, K. Reshma, R. Keerthana (@ Rakshendra, K.Priyatharshiny, “Multilevel Secured Locker
System Using IOT”, International Journal of Advanced Research in Innovative Discoveries in Engineering
and Applications (IJARIDEA), Vol. 5, Issue 1, pg.1-7, 2020.

Hidayat, Muhammad Ayat, and HolongMarisiSimalango. "Students Attendance System and Notification of
College Subject Schedule Based on Classroom Using IBeacon." 2018 3rd International Conference on
Information Technology, Information System and Electrical Engineering (ICITISEE).IEEE 2018.

Singh, M., Khan, M. A., Singh, V., Patil, A., &Wadar, S. (2015, February). Attendance managementsystem.
In 2015 2nd International Conference on Electronics and Communication Systems (ICECS) (pp. 418-422).
IEEE.

Shah, Soumil Nitin, and AbdelshakourAbuzneid. "IoT Based Smart Attendance System (SAS) UsingRFID."
2019 IEEE Long Island Systems, Applications and Technology Conference (LISAT). IEEE, 2019.
Sawhney, S., Kacker, K., Jain, S., Singh, S. N., & Garg, R. (2019, January). Real-Time Smart Attendance
System using Face Recognition Techniques. In 2019 Sth International Conference on Cloud Computing,
Data Science & Engineering (Confluence) (pp. 522-525). IEEE.

Kamelia, L., Hamidi, E. A. D., Darmalaksana, W., &Nugraha, A. (2018, July). Real-Time Online
Attendance System Based on Fingerprint andGPS in the Smartphone. In 2018 4th International Conference
on Wireless and Telematics (ICWT) (pp. 1-4). IEEE.

] Akbar, M. S., Sarker, P., Mansoor, A. T., Al Ashray, A. M., & Uddin, J. (2018, August). Face
Recognition and RFID Verified Attendance System. In 2018 International Conference on Computing,
Electronics & Communications Engineering (iCCECE) (pp. 168-172). IEEE.

69



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

[8] Noor, S. A. M., Zaini, N., Latip, M. F. A., & Hamzah, N. (2015, December). Android-based attendance
management system. In 2015 IEEE Conference on Systems, Process and Control (ICSPC) (pp. 118-122).
IEEE

[9] Utomo, S. B., &Hendradjaya, B. (2018, October). Multifactor Authentication on Mobile Secure Attendance
System. In 2018 International Conference on ICT for Smart Society (ICISS) (pp. 1-5). IEEE.

[10]Johar, R., Qaisar, S. M., Subasi, A., & Kurdi, R. F. (2018, July). A Raspberry Pi Based Event Driven Quasi
Real Time Attendance Tracker. In 2018 IEEE 3rd International Conference on Signal and Image Processing
(ICSIP) (pp. 418-422). IEEE.

[11]Raj, R., Das, A., & Gupta, S. C. (2019, January). Proposal of an Efficient Approach to Attendance
Monitoring System using Bluetooth. In 2019 9th International Conference on Cloud Computing, Data
Science & Engineering (Confluence) (pp. 611-614). IEEE.

[12] Yadav, V., &Bhole, G. P. (2019, February). Cloud Based Smart Attendance System for Educational
Institutions. In 2019 International Conference on Machine Learning, Big Data, Cloud and Parallel
Computing (COMITCon) (pp. 97-102). IEEE

[13]Shukla, V. K., & Bhandari, N. (2019, February). Conceptual Framework for Enhancing Payroll
Management and Attendance Monitoring System through RFID and Biometric. In 2019 Amity International
Conference on Artificial Intelligence (AICAI) (pp. 188-192). IEEE.

[14] Matilda, S., & Shahin, K. (2019, March). Student Attendance Monitoring System Using Image Processing.
In 2019 IEEE International Conference on System, Computation, Automation and Networking (ICSCAN)
(pp. 1-4). IEEE.

[15]Harikrishnan, J., Sudarsan, A., Sadashiv, A., & AS, R. A. (2019, March). Vision-Face Recognition
Attendance Monitoring System for Surveillance using Deep Learning Technology and Computer Vision. In
2019 International Conference on Vision Towards Emerging Trends in Communication and Networking
(ViTECoN) (pp. 1-5). IEEE.

70



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

A Novel Analysis on Outliers
S.Rajalakshmi!, Research Scholar,
rajaylakshmiravi7 @gmail.com
P.Madhubala?, Research Supervisor,
Department of computer science,
Periyar University, Salem, Tamilnadu
madhubalasivaji@gmail.com

Abstract

This paper presents a novel analysis of outliers using FCM (Fuzzy C-means Clustering method) that aims to
analyse the outliers using 4 datasets by z-curve graph. The effectiveness of the method is based on pre-processing,
which removes noise and inconsistent data using techniques like aggregation and sampling. FCM is an iterative
process where the data values result in objective function (OF) that is compared with the threshold value to
identify as “Outliers”. Outlier detection, which are less sensitive to the presence of outliers provides an useful and
interesting analysis information. This method enhances accuracy and improves the performance of detecting
outliers assessed over four datasets. Thus the paper reveals an augmented study of modified fuzzy clustering
approach to detect the unusual outliers. Experimental results and z-curve output shows the effectiveness of
detecting perpetual outliers.

Keywords: Outliers, fuzzy, Clustering, FCM, OF

1 Introduction

Clustering is an important exploratory data analysis tool used to detect outliers. Cluster is a group of similar data
items, which skews the representation of the inferred model. Clustering seems to be difficult in unsupervised
learning where no prior knowledge is known. It is structured according to its similarity measure and used
commonly in real world problems for various applications. Clustering technique is used to identify the outliers.
Noise are taken as incorrect data entry, mechanical faults and natural disorders.

Outlier detection is also an important and complex task due to its uncertainty intolerance. Outlier known as
anomaly identifies the extreme points from the dataset. It is also called a discordant object, an exception, a
surprise, abnormality behaviour. There are three types of outliers namely-global, contextual and collective. Its
applications are fraud detection, intrusion detection, image processing, health care informatics, surveillance,
medical diagnosis, predictive maintenance and so on.

Why this Analysis is important?

During the quarantine, the psychology features of every human differs from his/her behavior. In
Contemporary world, rare events happen due to technology advancement. Fuzzy clustering is the suitable
method for handling the uncertainty. The degree of membership belongs from 0 to 1. In order to tolerate the
uncertain and imprecise, it is a must to detect outliers.

1.1.1  Section 2 includes the literature survey, Section 3 describes fuzzy clustering, Section 4 includes the
proposed fuzzy algorithm, Section 5 describes about the software packages used, Section 6 includes
experimental results and Section 7 includes conclusion.

2 Literature Survey

Outlier analysis is studied from Charu.C.Aggarwal[2][4][7]. Outliers which may treated as error results in
underestimation of uncertainty tolerance. Identification study of outlier is studied by Chapman, Hall and
Hawkins [1]. A survey, various types of anomaly detection and characteristics of outliers is studied from
Chandola, Banerjee and Kumar[3]. Clustering techniques are identified by Aggarwal, Chandan and Reddy[4].
The number of clusters indicate efficient generalization over learning of meta-cognitive factors by less
computational effort. Two approaches were built, one for monitoring and other is controlling. It uses
membershipship value, cardinality value, and cluster validation indices. Fuzzy introduction, Partitioning and its
applications is studied from Bezdek and Harris[8]. The framework of Outlier detection is studied from Charu
aggarwal[2]. A modified approach using feature based indexing for the labeled patterns with high membership
function is considered for generalization [12]. How to detect the outliers in real time application using fuzzy
clustering is studied from Rajalakshmi and Madhubala[5]. A generalized fuzzy index method and novel
constraint function of membership is demonstrated by Lin Zhu et.al [13]. Fuzzy relations are studied by
M.S.Yang[8]. Fuzzy c-means clustering algorithms studied in J.C.Bezdek, K.F.Yu, M.S.Yang[8]. R
programming by Yanchang Zhao[24]. A detailed study of estimating ERR and EDR for z-score is demonstrated
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in Bartos and Schimmack[14]. How the psych and z-curve package is evaluated in R-script is studied from
[17][18][19][20][21]. Fuzzy set is studied from Bezdek[8] and klir yaun[25]. Fuzzy Cluster analysis is studied
from Hoppner et.al[6]. A It defines the mental abilities to understand the dominant approach of various
intelligence of human. The cognitive ability can be measured by the conceptualization of psychometric approach
[10][20]. From the study, the non-adherence of protocol stemmed up by the mistakes of datapoints. Short term
verbal memory, Reasoning, Vocabulary and verbal influency parameters are based on some factors like social
demographic, health behaviours and more.[9]. The Prediction model is used to calculate residuals of estimating
various waves of cognitive decline.

3 Fuzzy Clustering

It is a soft clustering created by Jim Bezdek in 1981. It is the data object, which includes the member of all
clusters with varying membership degrees from 0 to 1. It has high degree of membership which are closer and
low degree of membership which are scattered.The matrix is generated by cluster prototype and membership
degree. The distance will be carried out between the data point and cluster center. To detect it, first cluster the
data, second calculate the centroid and distance using Euclidean distance method, third calculate OF(objective
function) and if it is below threshold announce as outlier.

The borders have high degree of membership.
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where, 'n' indicates data points
'vj' indicates jth center of the cluster
'm' indicates the fuzziness index, m € [1, oo].
'c’ indicates the cluster center
‘uij' indicates the degree of membership
'dij' indicates the distance of Euclidean
Fuzzy clustering will be calculated by the given equation

n C 2
JUVY=3S (i | xi—vjll @

i=1  j=1
in which '||xi — vj||' indicates the euclidean distance.

The objective function is,

c c n

JU.e )= =3 > ud/ ©)
= T
Cluster center of fuzzy will be calculated by,
W m W oom
Ci:Z,-:l uijxj/zleuij (6)
Degree of membership for iteration matrix is given by ,
c 2/(m-1
uijzl/zkzl(d,.j/dkj) (m—1) (7)
Euclidean Distance of the Matrix is
d..':HCi_Xj ” ®
)
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4 Fuzzy Proposed Algorithm

The fuzzy proposed algorithm includes the following steps such as

Step 1: Initialize membership matrix U

Step 2: Initialize no of clusters ‘k’

Step 3: Estimate the centroid of each cluster center ‘c’

Step 4: Calculate the minimum distance to each cluster using Euclidean distance
Step 5: If the object has no neighbor, define it is outlier

5 About the Software Packages

R tool (r 4.0.2 version) is used to analyse the outliers using fuzzy clustering. “psych” package is installed for
factor analyzing the cognitive function of systems. William Revelle[18][19], clearly estimates ERR((Expected
Replicability Rate), EDR(Expected Discovery Rate) and ODR(Observed Discovery Rate) using the packages
psych and z-curve . Basic data analysis, regression model from mediation, moderation and set correlations are
consent give brief explanation. Multiple level modeling is achieved by factor groups using statsBy. Classical test
theory and reliability is estimation using confirmatory factor analysis. Comparing the factors and components
using fuzzy clustering. iclust(), item cluster analysis used to partition space of the subject rather than space of
the variable. It explains an implementation of z-curves — and method for estimating replicability rates (ERR)
and expected discovery rates(EDR) on finding fitness, metrics etc.

By installing zcurve package, we used density method to find the increase number of iterations and decrease
number of criterion for the dataset stock data. Estimation of ERR(Expected Replicability Rate) and
EDR(Expected Discovery Rate) is shown below.

Table 1: Analysis of outliers using clusters in datasets

Dataset No of clusters Outliers

detected

Iris C=3 FALSE
Stock_data | C=3 TRUE
Wine C=3 FALSE
Advertising | C=3 FALSE

From the above table 1, we have estimated the density of outliers using z-curve package for iris and stock_data
dataset. Stock_data dataset gives expected output for the proposed algorithm between 0 to 1(i.e., 0.05 to 0.999).

6 Experimental Results

RStudio 4.0.2 is used for analysis of outliers using fuzzy clusitering to find the z-curve. The Packages used are
“psych” and “zcurve”, where zcurve developed by Frantisek Bartos on 27, September-2020 to detect the
accuracy [14][17][18][19][20].

The proposed algorithm is treated with 4 datasets namely iris, advertising, wine and stock_data. From the
dataset used, stock_data dataset works well in all aspects to identify the perpetual outliers. Iris dataset gives
ideal output for the proposed algorithm whereas dataset wine and advertising gives negative/false values.
Initially the proposed algorithm is detected using ‘t’ test, ‘z’ test, and ‘chi-square’ test using ‘ppclust’ using R
tool.

R Graphics: Device 2 (ACTIVE) - olEl

z-curve (EM via EM)

Range: 06410551
300 tests, 255 significant

Observed discovery rate

0.85 95% C1[0.80 ,0.89]
08 -

Expected discovery rate:

0.55 95% C1{0.24 ,0.89)
06 -

02 -

Density

Expected replicabilty rate:
0.82 95% C1[0.73 ,0.89]

00 -

. :
‘ .

Fig.1 Analysis of outlier in z-curve
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From the above figure 1, the number of iterations for estimating the replicability rate and discovery rate is
shown. It also shows the error rate of perpetual outliers using Expectation Method (EM) by the range from 0.64
to 5.51, ODR(Observed Discovery Rate) of 0.85, EDR(Expected Discovery Rate) of 0.55, ERR(Expected
Replicability Rate) of 0.82.

7 Conclusion

Towards the contemporary world of pandemic, researchers are making very close and accuracy to the human
understandable efforts. Using utilization factor, the number of observation comes under the study is more
efficient for the outcome of the outliers. Estimation is based on replicability rates and discovery rates of
statistical testing such as t-test, F-test, chi-square test, Z-test, ERR and EDR. It simulates the robustness of
outliers that undergoes uncertainty as significant to the margin. Thus concluding this paper, the proposed
approach shows best result by analysing the outliers by 95% from the taken dataset stock_data. Thus perpetual
outliers are identified in an effective manner using R and ppclust, z-curve, psych package. In future, this
approach is implemented for complex dataset of various applications.
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Remove Various Noise Types from MRI image
T. Anitha , Research Scholar,
T. Kalaiselvi, Assistant professor, Department of computer science and application,
The Gandhigram Rural Institute (Deemed to be University), Gandhigram.
Abstract

In this article, we proposed a modified non-local means (MNLM) technique to discard a rician noise from the
magnetic resonance imaging (MRI) scans. MNLM method is also adaptable for generalized images to remove
Gaussian noise salt and pepper noise. The implementation of the MNLM algorithm depends on the grayscale
difference of images (GDI). Based on this GDI, we modified the traditional NLM algorithm in the Central
processing unit(CPU) processor and also using a parallel processing techniquewith Compute Unified Device
Architecture (CUDA) model. The main difference between traditional NLM and proposed MNLM algorithm is
SWS, i.e, traditional NLM has fixed SWS like 3x3 or 7x7 and proposed MNLM has adaptive SWS (ASWS) like
3x3 and 7x7 and 9%9. Hence, we have implemented the MNLM method by adaptively changing the SWS based on
the GDI to remove noise effectively, and MNLM preserves the edge details in the image compared to existing
methods. To prove the preservation of edge, we implement a new matrix-based edge detection algorithm. Brain web
and IBSR datasets are used for experiments and evaluation. The results are compared with some existing denoising
techniques using the performance evaluation metrics such as PSNR,SSIM. The experiments show that our proposed
work yields the best results on the higher noise levels.

Keywords: Denoising, non-local means, parallel processing,GPU.

1 Introduction

Computational time is an essential aspect of the medical image processing field. Medical imaging has various
types of imaging techniquesthat include X-ray, magnetic resonance imaging (MRI), etc. [1]. Sometimes MRI
images occurred with noise due to the acquisition process. During the acquisition process, the machine or
signals will introduce different noise types, i.e., Gaussian noise, salt and pepper noise and rician noise .The
noise in the image removed by the denoising process. A massive amount of denoising techniques with unique
characteristics are available in the image processing field. Most of the methods have computational issues. So
we implemented our proposed method using Parallel processing algorithms with a Graphics processing unit
(GPU) to avoid this computational issue.A parallel algorithm is executedfor several instructions concurrently on
different processing devices and produces final results by combines all separate outputs.A GPU can render
images more quickly than a CPU because of its parallel processing architecture, allowing it to perform multiple
calculations simultaneously [2]. The comparison of GPU and CPU architecture is shown in Figure 1.

I NTiprocae 13 | F.A.r!unr»‘»mt‘_]

Fig.1: CPU and GPU architecture comparison

2 Related Works

Various types of NLM-based methods are developed in recent years. Buades et al. [3] developed an NLM
algorithm to remove noise from the images using neighborhood similarity concepts. Joshi et al. [4] built an
improved NLM technique (WENLM) to eliminate the Gaussian noise from the MRI images using a winear and
median filter. Zhang et al. [5] proposed an NLM method(NAMF)to remove salt and pepper noise based on the
image's gray level value. Experiments are done using standard images compared with state-of-the-art techniques
and have a 41.3133 dB PSNR value for a 10 % noise level. Chen et al. [6] proposed an enhanced ANLM
algorithm to discard the rician noise in MRI brain images by using the FCM algorithm in Brain web datasets
and proved that their method gave better results than other state art methods.Kalaiselvi et al. [7] proposed a
wavelet-based edge-preserving technique (WBDF) to remove MRI image noises. Experimental results are done
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by using brainweb dataset.Zheng, Zhen, et al. [8] proposed a edge detection algorithm based on the grey
prediction model. The experimental results are done by using general images.

This paper consists of the following sections: Section 3 contains a brief explanation of the traditional
NLM algorithm. Section 4 contained the proposed method. Section 5 has the details of materials and metrics.
Quantitative and qualitative results experimented byIBSR and Brainwebdatasets are presented in section 6.
Finally, Section 7 has a conclusion.

3 Traditional Non-Local Means Algorithm

Consider that n(x) denotes the noisy images, c(x) be the noise-free image. x represents the index of the picture
element (pixel). By using equation (1), estimated picture element values are considered as the weighted average
of all grayscale values within the predefined search region (sr,)as

Yyesry W(x,yIn(x)
Zyesrx w(x,y)

Cnim (%) = (€]

Where the pixel x has a €,p,(x) as the restored pixel value. Weight w (x,y ) denotes the number of similarities
that occurred between the centered local patches at pixel x and pixel y in the predefined search region
(sr,)obtained from equation(2)

_IINp)-NpO)II3.a

w(x,y) =e P @)

Np (x) and Np(y) denote the patch-centered Pcx Pc on the picture elements x and y. The smoothing parameter
sp rules the extent of averaging. Choosing the minimum number of spproduces noisy images almost identical to
input images. While determining the maximum amount of sp, create smooth images.

4 Proposed Method

This work is developed based on the grayscale difference (GDI) between images. The primary goal is to select
the search window (SW) in an adaptive manner to discard the various noises from the images. The traditional
NLM algorithm has a small and predefined SW size for denoising like 3x3. But in our proposed work, the SW
size is adaptively changed by the GDI of the MRI image. Due to this adaptive search window(ASWS), our
proposed method eliminated the noise and preserve the edge details in the images better than state of the art
methods. For the edge preservation we proposed a matrix based edge detection algorithm.The workflow of our
proposed method is given in Fig.(2). we choose a noise-free image for manually add the Rician noise, Gaussian
noise , salt and pepper noise with various level. First we done the experiments on MRI images by applying
Rician noise based on the Coupe et al. algorithm [11].

Assume that original imageand I be the noisy image with size x2xy2is obtained by using rician distribution.
Assume that picture element x in the image [ has an s1 xs1 nearest window size know as ;. From equation
(3), the average of grayscale values is calculated,

Fo__1 s1 s1 7
L= s1xs1 &s=14v=1 l(u,v) 3)
B! CREATE 3x3 4-
] o seecionor .
[ ] FLIP AND SLID
v
GRAY SCALE : | ]
e - J
CALCULATE

Fig.2. Flow chart of the Proposed method

71



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

u, v denotes the picture elements coordinates in the nearest ;. Then calculate the similarity (AL,) between I
and L, is called the grayscale difference of picture element x, which as

AL = |l - L] 4

Using equations (3) and (4), the grayscale difference is calculated for each picture element of the images. Then
the thresholds value of T;andT, are defined as:

Ih=pul=p+ac (5

In the equations (5) the a (alpha) denotes the control parameter. the mean(u) and standard deviation (o)of
grayscale difference images are calculated from the equation (6) and (7).

1
T X2xy2

u ZneAi A[;c (6)

1 A NE
0 = | Breai(Aly — 1)?] Y
The optimal search window opsws,,, for each picture element in the image is calculated by using the equation
(8).

Al, < T, ,oswislarge
opsWsy, =Ty < Afx < T,, oswismedium(8)
Al, > T, , opwissmall

The denoised ANLM image 1,y is obtained as given in equation (9)

z‘(x) — Yyecopswy W(x:J/)](x)(g)
out Lyeopswy W(x,)

After the denoising process, the proposed edge detection algorithm is applied tothe denoised image to find how
much image details are preserved by our proposed MNLM method. For edge detection, we use convolution.

E=15) vm (11)
Where lA((;?t is the denoised image m is the mask "*"is convolution operator. First, take the 3x3 masking for the

horizontal, vertical, principal, and secondary diagonal edges. Then the masks are flip horizontally and vertically
to take the 180-degree rotation of an image. The masking process should be performed in each pixel of the
image, for that mask slides onto the images. Finally, complete the convolution with the corresponding pixel
value and add them for the edge image E.

5 Material And Performance Metrics

The evaluation is done by a IBSR normal brain image and Brain web dataset.The quantitative validation of the
proposed work is tested by the PSNR and SSIM metrics.

PSNR (Peak-signal-to-noise-ratio) is used to calculate the noise ratio between original and noisy signals in the
MRI images. PSNR is computed by using the mean squared error (MSE)and logarithmic decibel scale.

2
PSNR = 10l0g; (“re)(10)
MSE = —— S8t $n258[CI(, ) = DI, )] (11)

SSIM (Structure similarity index) measures the perceptual difference between two similar images. The mean of
all the local SSIM values arrives at the global SSIM value by using equation (12).

MSSIM(X,Y) = — ¥}, SSIM (x;,y;)(12)
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6 Result And Discussion

The MATLAB R2016a and Intel CORE i5 processor with 8GB RAM is used to implement our proposed work.
The proposed MNLM results were compared with some of the existing methods such as traditional NLM
algorithm, wavelet-based NLM filter =~ (NLFMT), Bayeshrink,wavelet-based edge preservation
techniques(WBDF) for its performance analysis and results are shown in Table 1.Figure(3)shows the qualitative
comparison between existing methods and the proposed work for 15 % rician noise level.Our proposed MNLM
method is adaptable for different noises. Figure (4) and Figure (5) show the result of 10% Gaussian noise and
0.05% of salt and pepper noise removal using the IBSR dataset. Table 2 shows the comparison of computational
time and MSSIM values with existing edge detection method values for our MNLM denoising method in CPU
and GPU processors. Table 2 shows that parallel processing with CUDA enabled GPU processor, reduce the
time complexity, and provide faster result than CPU processor.

() (b) (© (d) (e) ® (® (h)

Fig. 3. Comparison between the proposed method and existing method for 15 % ofRiciannoise level for
Brainweb images (a) clear image (b)Noisy image (c) Bayes (d)INS (e)NLFMT (f) NWT (g) NLM (h) proposed

method

a) (b) © (d) (e)

Fig.4.(a) Original Image(b) Proposed original ED Image (c) 10% GaussianNoise Image (d) Denoised Image (e)
Denoised ED Image

a) (b) © (@) (e)

Fig.5. Proposed denoising and edge detection (ED) method for 0.05% of Salt and Pepper noise IBSR Images (a) Original
Image(b) Proposed original ED Image (c) Noisy Image (d) Denoised Image (e) Denoised ED Image
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Table 1. PSNR of Proposed work compared with

Salt & pepper noise level

computational
method for
Types.

time of the

method

Rician noise (%) level

PSNR

10

20

30

40

50

7 Conclusion

NLEMT

Bayes

WBDF

Proposed

AEDA

Canny

0.99994

0.99988

0.9998

0.99970

0.99814

Proposed

Gaussian noise level

| Sobel

0.9999

0.99984

0.99976

0.99973

0.99966

22.45

21.80

25.36

23.40

0.05

41.417

55.438

41.01

Prewitt

0.99999

0.99984

0.99977

0.99973

0.99968

' Roberts

21.54

19.34

20.25

22.53

0.1

39.54

56.432

0.9999 0.9817

0.99983 = 0.88288

0.99973  0.79966

0.99970 = 0.71581

0.99964  0.86969

18.77

18.51

19.38

20.99

0.3

35.40

55.57

Proposed = computational time
for MNLM

CPU

13.644276

12.871774

12.771390

12.933902

12.075330

17.41

17.14

17.80

19.66

0.6

31.29

55.76

20

GPU

0.000982

0.001173

0.001089

0.000857

0.001072

and the
the existing
Different Noise

proposed MNLM

We introduced a Modified NLM denoising filter with adaptive search windows named MNLM to suppress
various noise from the MRI image. The results show that our proposed work has given better results than some
of the existing methods for higher noise levels. The computational time of our proposed work is 20.003306
seconds for a single MRI image in the Brain web dataset and 3590 seconds to run the 181 images in the datasets.
This time complexity will be handled by parallel processing techniques and provide 0.00982 seconds for a
single MRI image in the Brain web dataset and 1044.1189 seconds to run the 181 images in the dataset.
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A Novelty Approach Of Exact String Matching

Armstrong Joseph! and C.R. Rene Robin 2
Abstract

In this research we present three consecutive characters based exact string-matching algorithm. A new idea is
introduced a shift by three consecutive characters in text. In pre-processing phase our algorithm creates a shift table by three
consecutive characters in text. First two of three is right most character of text over pattern and the last one is the next
character of these two characters is on text. The time and space complexity of pre-processing phase of our exact string
matching is O(m+3Y3) and searching phase takes O(mn) time complexity. The proposed algorithm is effective than the
number of existing algorithms in many cases. In this paper we present experimental results for string matching algorithms
which have exact string matching in a single cycle. Of these algorithms are he Boyer-Moore and its derivatives, they are
famous for their speed in practice, We have evaluated the algorithms by counting the number of comparisons made and by
timing taken to complete a given search. With these experimental results, we were able to introduce a new string-matching
algorithm and compared it with the existing algorithms by experimentation. These experimental results clearly show that the
new algorithm is more efficient than the existing algorithms from our chosen data sets. Using the chosen data sets over 500
separate tests were conducted to determine the most efficient algorithm.

Keywords: string searching; string matching; text editing; algorithms onwords.

1 Introduction

String matching [4] is finding an occurrence of a pattern string in a larger string of text. This problem arises in
many computer packages in the form of spell checkers, search engines on the internet, find utilities on various
machines, matching of DNA strands and so on.

String matching is a basic tool in data compression, molecular biology and information retrieval all rely
on efficient string-matching algorithms on challenging amounts of input data. For over 40 years string matching
algorithms have been studied extensively. Speed, time and memory constraints are the crucial attributes of state-
of-the-art matching algorithms. One of two classical approaches is used for checking the occurrence of the
strings on all over the text. One is that entire text will be checked for string matching. Another is filtering that
filter out portions of the text that cannot possibly contain a match, and, at the same time, find positions that can
possibly match to search pattern. Character matching, automata and bit parallelism are applied in string
matching algorithms. Automata helps to shift the pattern if suffix match with prefix of pattern. If pattern length
is more than length of data word, pattern can be split in to several segments size of data word size. Each
segment ordered by bit value so it is called bit parallelism. Parallelization is an essential part of algorithm design
by Multithreading, heterogeneous computing and SIMD (single instruction streams multiple data stream).

Bit parallelism takes advantage of this fact by packing several variables into a single computer word.
These variables can then be updated in a single instruction making use of the intrinsic parallelism of bit
operations. For example, if we needed to keep track of m < w Boolean variables, where w is the length of the
computer word, we could store all these variables in a single computer word. Moreover, using SIMD [8] updates
all the variables in one instruction instead of m instructions. As the length of the computer word in modern
processors is 32 or 64 this technique can give us a significant speedup. Masking is used for filtering as encoding
technique to separate a segment from existing data set.

Many promising data structures and algorithms discovered by the theoretical community are never
implemented or tested at all. Moreover, theoretical analysis will show only how algorithms are likely to perform
in practice, but they are not sufficiently accurate to predict actual performance.

In this paper we show that by considerable experimentation and fine-tuning of the algorithms we can
get the most out of a theoretical idea. The string-matching problem has attracted a lot of interest throughout the
history of computer science, and is crucial to the computing industry. Existing string matching algorithms which
are known to be fast are described in the next section. Experimental results for these algorithms are given the
following section. From the findings of the experimental results we identify two fast algorithms. We combine
variations of Zhu-Takaoka and quick search algorithms and introduce a new algorithm. We compare the new
algorithm with the existing algorithms by experimentation.

2 Problem Definition

We define the problem of string matching as the task of finding a pattern P of length m = |P| in a text T of length
n = |T|. Pattern and text are matched on an alphabet . The results are the absolute positions of every occurrence
of P in T. The input is dynamic, pre-processing of pattern or text has to take place at runtime. Only exact
matches are returned.
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3 Review of Literature

Brute force (BF) [3] or Naive algorithm is, the pattern is aligned with the extreme left of the text characters and
corresponding pairs of characters are compared from left to right. This process continues until either the pattern
is exhausted or a mismatch is found. Then the pattern is shifted one place to the right and the pattern characters
are again compared with the corresponding text characters from left to right until either the text is exhausted or
a full match is obtained. This algorithm is very slow. It has no pre-processing phase and did not require extra
space. Brute force algorithm time complexity in searching phase is O(m n).

Knuth-Morris-Pratt (KMP) [11] algorithm is presented in 1977 to speed up the exact string matching
by improving the lengths of the shifts. It compares the characters from left to right of the pattern. It uses the
previous knowledge of comparisons to compute the next position of the pattern with the text when they match
or mismatch. The time complexity of pre-processing phase is O(m) and of searching phase is O(nm).

Boyer-Moore (BM) [2] algorithm published in 1977 and at that time it considered as the most efficient
string-matching algorithm. It performed character comparisons in reverse order from right to the left of the
pattern and did not require the whole pattern to be searched in case of a mismatch. Two shifting rules used to
shift the pattern right. it uses two shift functions to shift the window to the right when they match or mismatch.
These two functions are called the occurrence shift and the matching shift. The time and space complexity of
pre-processing phase is O(m+{Y|) and the worst case running time of searching phase is O(nm =+ [}|). The best
case of Boyer-Moore algorithm is O(n/m).

Boyer-Moore Horspool (BMH) [9] In 1980 Horspool proposed to use only the occurrence shift of the
rightmost character of the window to compute the shifts in the Boyer-Moore algorithm. It used only the
occurrence heuristic to maximize the length of the shifts for text characters corresponding to right most
character of the pattern. It's pre-processing time complexity is O(m+[}|) and searching time complexity is
O(mn).

Turbo Boyer Moore (TBM) [5] is variation of the Boyer-Moore algorithm, which remembers the
substring of the text string which matched with suffix of pattern during preceding comparisons. It does not
compare the matched substring again; it just compares the other characters of the pattern with text string.

Quick Search (QS)[13] In 1990 Sunday8 designed an algorithm perform comparisons from left to right
order, it's shifting criteria is by looking at one-character right to the pattern and by applying bad character
shifting rule. QS andHorspool algorithm worst case time complexity is same but it can take more steps in
practice.

Zhu-Takaoka [14] is another variant of the BM algorithm. The comparisons are done in the same way
as BM (i. e. from right to left) and it uses the good suffix function. If a mismatch occurs at T[i], the last
occurrence function determines the right most occurrence of T[i -1 . . .i] in the pattern. If the substring is in the
pattern, the pattern and text are aligned at these two characters for the next attempt. The shift is m, if the two-
character substring is not in the pattern. The shift table is a two-dimensional array of size alphabet size by
alphabet size.

Berry Ravindran (BR) [1] algorithm proposed by Berry and Ravindran in 1999, it performs shifts by
using bad character shifting rule for two consecutive characters to the right of the partial text window of text
string. The pre-processing time complexity is O(m+(|}.[)?) and the searching time complexity is O(mn).

Extended-Backward-Oracle-Matching (EBOM)[12] algorithm extends Backward-Oracle-Matching
with a fast-loop. The fast-loop technique repeats a matching by trial and error method in a non-branching cycle.
This is used to quickly locate the last character of the pattern in the currently observed text window. In each
iteration two consecutive characters are handled.

Boyer-Moore Horspool with g-grams. The BMHq algorithm by Kalsietal. [10] is an efficient
modification of the Horspool algorithm for the DNA alphabet. Filtering approach is used. Instead of inspecting a
single character at each alignment of the pattern, their algorithm reads a q-gram and computes an integer called
fingerprint from it. The idea is simple and consists in mapping the ASCII codes of characters in the DNA
alphabet. At each alignment of the pattern the last q-gram of the pattern is compared with the corresponding q-
gram in the current window of the text by testing the equality of their fingerprints. If the fingerprints match, a
potential occurrence has been found, which has to be naively checked.

Exact-Packed-String-Matching was presented in 2013 by Faro and Kulekci [6][7]. It uses of bit-
parallelism by packing several characters into a bit-word and Filtering the text T into chunks Di. These Filtered
bit-word sized chunks are compared. Filter implementation uses SSE registers as 128 bits. Example is SSEF
algorithm.

4 The New Algorithm

We combined the calculations of a valid shift in Quick Shift and variations of Zhu-Takaoka algorithms to
produce a more efficient algorithm, the new algorithm. If a mismatch occurs when the pattern P[l ... m] is
aligned with the text TIj.., j + m], the shift is calculated by the rightmost occurrence of the substring T[j + m-1, j
+m, j + m + 1] in the pattern. If the substring is in the pattern then the pattern and text are aligned at this
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substring for the next attempt. This can be done shifting the pattern as shown in the table below. Let * be a
wildcard character that is any character in the ASCII set. Note that if T[j + m — 1, j + m, j + m+ 1] is not in the
pattern, the pattern is shifted by m positions.

The pre-processing phase of our algorithm consists in computing for three characters (a, b, c¢) in the
rightmost occurrence of ‘abc’ on the text factor y[j ..j+m+1]. In our algorithm, bad characters shift table is
created by using three consecutive characters 'abc'. it is created by two bad character 'ab’ table versus one
character 'c' (occurrence of alphabet in pattern)

A two character 'ab' bad character table is a two-dimensional array of size two characters size by alphabet size.
Note that three characters (a, b, c) are alphabets are in the pattern.

k = Bc(ab) if,x[ixi+ 1] =abiff k<m-2and x[m-k.. m-k+1]=ab
and ab does not occur in x[m-k+2.. m-2]
Be (abc) = {m-1 or else if, x[0] = b . (1)

MIN] Be(ab), f(c)] orelseif, abs
MAX] Be(ab), f(c)] Otherwise

Where m is the pattern length, k is an integer at position from right two characters of pattern.
Create this bad characters shift table by three steps.
First step is, create a table by two character a, b they are in rightmost occurrence of ab on the text factor
y [j ..j+tm]. This table is a two-dimensional array of size alphabet size by alphabet size. It is the simulation of
two consecutive character exhibits the filter of 2-gram filter or encoding base 2 or k=2 error as filter in
approximate string matching.
k if, x[ilx[i+1] = abiff k<m-2and x[m—k .. m—k+1] = aband
ab does not occur in x[m—-k+2 .. m-2
Be (ab) = m-1 orelseif, x[0] = b : ! - 2)
m Otherwise
Second step is, create one-dimensional array f(c) of size of alphabet size. This array related to one variables
vector. In the array, each alphabet has the values of position at pattern from right. It is the variation of quick
search algorithm.

—MINIE if ‘c’occurs in pattern at position i’ from right 3
f© {m Otherwise )

Third step is, create bad characters shift table by using Bc(ab) versus f(c). This table is two-dimensional array
of size two-dimensional array size Bc(ab) by alphabet size. This shift table related to three variables vector.
This shift table is used to shift right on the text factor y[j .. j+m+1] during mismatch occurred.

For example, the following shifts would be associated with the pattern, 'ONION'.

First step is, create Bad character table by two characters using occurred alphabet in pattern 'ONION'. In this
pattern occurred alphabets from right are N,O,I and also unknown character *. According to equation 2, the
following table is created.

Bc(ab) | * N (0] I
* 5 5 4 5
N 5 5 4 2
0] 5 3 4 5
I 5 5 1 5

Second step is creating one dimensional array by using one alphabet character in pattern ‘ONION’. Since
equation 3, we obtain as

F(c) *I N| O I
Character Positions from right at Pattern 5 |1 2 3

Third step is, to obtain our required bad character table using three consecutive characters, apply Bc(ab) and
F(c) to equation 1 and get as follows.

Bc(abc) N 0 I
Hok 5 5 5 5
*N 5 5 5 5
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*0 4 4 4 4

*1 5 5 5 5
N* 5 5 ) 5
NN 5 5 5 5
NO 4 4 4 4
NI 2 2 2 2
O* 5 5 5 5
ON 3 3 3 3
(0]6) 4 4 4 4
0)] 5 5 5 5
I* 5 5 5 5
IN 5 5 5 5
10 1 1 1 1

11 5 5 5 5

Our new algorithm in action to find the pattern 'onion' over the text ‘WE WANT TO TEST WITH ONION”.

WE WAMT TO TEE;I' ‘i"-'ITEI OMION
ONION  SklbbyS bW
ONION Shiftb 5 (be[TIHON]
ONION Shiftt{ 5 (be] [T}
ONION Shiftby 3 (be[TIHI ]
ONION Shiftby 1 (bl 1O T2
ONION 10 COMPAFRISONS AND 5 SHFTS

In this example, our algorithm takes 10 comparisons and 5 shifts.

5 Experimental Results of Existing Algorithms

EBOM, BM, BR, BMHq, HOR, MS, QS, ZT and our algorithms were implemented in C language. The text T
and pattern P are loaded into memory before computation and timing started. They executed using Intel Core i7
CPU, speed 300GHz, 8GB RAM and Linux kernel 5.0 generic operating system. All algorithms were compiled
by GCC compiler.

A random text of 14,000 words (82205 characters) from the UNIX English dictionary was used for
experiments. Then we used a pseudo random number generator to pick words from the UNIX dictionary and
place them in the random text for the EBOM, BM, BR, BMHq, HOR, MS, QS, ZT, and our proposed
algorithms. Bit-parallelism filtering algorithms such as Shift-or, BNDM and Encoding by masking filtering
algorithms such as SSEF have not taken for comparing results. Because our algorithm supports character
comparison under pattern length ‘m’ is less than computer word ‘w’. it means that it does not support
parallelism. All Filtering algorithm supports parallelism so they leads approximate string matching but our
algorithm delivers exact string matching. To get an efficient comparison, we have taken exact string-matching
algorithms such as EBOM, BM, BR, BMHq, HOR, MS, QS, ZT for comparisons.

For text of 14,000 words (82205 characters), the results were documented in Table 1 show that our
algorithm is taking less or equal comparisons than the existing algorithms for when the pattern is large. Our
algorithm is the fastest algorithm. This is due to the time for the pre-processing in our algorithm which is not as
dominant in the BR algorithm. The main reason for the speed of our BR algorithm is the improved maximum
shift of m+2 but our algorithm is improved maximum shift of m. Moreover, our algorithm has taken three
consecutive characters to filter out easily.Figure 1 shows that graphical representation of number of comparisons
vs pattern length between algorithms.

The entries in Table 2 are in percentage form and describe how many more comparisons existing algorithms
did than our algorithm. For example, for a pattern length of 4 the BM algorithm takes on average 52.63% more
comparisons than our algorithm. Note Percentage difference is the difference between two values divided by the
average of the two values.
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Table 1: The number of comparisons in 1000's for searching Text of 14,000 words (82205 characters)

Pattern Our
EBOM BM HOR BMH: S S T BR
Length q M Q Algorithm
2 3 3 3 3 2 2 3 2 2
3 7 7 7 6 6 7 4 4
4 12 12 12 12 10 10 11 7 7
5 13 13 13 13 12 12 12 9 8
6 13 13 13 13 12 12 11 9 8
7 12 12 12 12 11 11 10 8 7
8 11 11 11 11 10 10 9 7 6
9 10 10 10 10 9 9 8 7 6
10 9 9 9 9 9 9 8 6 6
11 9 9 9 9 8 8 7 6 5
12 8 8 8 8 8 8 6 5 5
13 8 8 8 8 8 7 6 5 4
14 7 7 7 7 7 7 6 5 4
15 6 6 6 6 6 6 5 4 4
16 7 7 7 7 7 7 5 4 4
17 6 6 6 6 5 6 4 4 3
18 7 7 7 7 7 7 5 5 4
20 3 3 3 3 3 3 2 2 2
21 5 5 6 5 5 5 4 3 3
22 6 6 6 6 6 6 4 4 3
32 5 5 5 5 5 5 4 4 3
Number of comparisons wvs pattern length between
14 algorithms
wl2
S
210
=4
£ =
S
S 6
2.
s
= 2
o
(e} 5 10 15 20 25 30 35
Pattern Length
EBOMN B M — O R
BMHQ —_— s as
Fag BR e Our Algorithm

Figure 1: Graphical representation of number of comparisons vs Pattern length between algorithms.

Table 2: The average percentage difference in the number of comparisons between existing algorithms and our

algorithm
Pattern
Length EBOM BM HOR BMHg  ms as zT BR
2 40.00% = 40.00% = 40.00% 40.00%  0.00%  0.00% = 40.00%  0.00%

3 54.55%  54.55%  54.55%  54.55%  40.00%  10.00% @ 54.55% 0.00%
4 52.63%  52.63% 52.63%  52.63%  35.29% 8.82% 44.44% 0.00%
5 47.62%  47.62% @ 47.62%  47.62%  40.00%  10.00% = 40.00% @ 11.76%
6 47.62%  47.62%  47.62% @ 47.62%  40.00%  10.00%  31.58% 11.76%
7 52.63% 52.63% 52.63% 52.63% 44.44% 11.11% 35.29% 13.33%
8 58.82%  58.82%  58.82%  58.82%  50.00% @ 12.50% @ 40.00% = 15.38%
9 50.00% 50.00% 50.00% @ 50.00%  40.00% 10.00% @ 28.57%  15.38%
10 40.00%  40.00% = 40.00% @ 40.00%  40.00% = 10.00%  28.57% 0.00%
11 57.14% 57.14% 57.14% 57.14% 46.15% 11.54%  33.33% 18.18%
12 46.15%  46.15%  46.15%  46.15% 46.15% 11.54% 18.18% 0.00%
13 66.67%  66.67% 66.67% 66.67%  66.67%  13.64%  40.00% @ 22.22%
14 54.55%  54.55%  54.55%  54.55% @ 54.55% @ 13.64% 40.00% @ 22.22%
15 40.00%  40.00% @ 40.00%  40.00%  40.00% @ 10.00% @ 22.22% 0.00%
16 54.55%  54.55%  54.55%  54.55% @ 54.55% 13.64% @ 22.22% 0.00%
17 66.67%  66.67% 66.67% 66.67% 50.00%  16.67% @ 28.57% = 28.57%
18 54.55%  54.55%  54.55%  54.55% @ 54.55% @ 13.64% @ 22.22% @ 22.22%
20 40.00%  40.00% @ 40.00%  40.00%  40.00% @ 10.00% 0.00% 0.00%
21 50.00% = 50.00% 66.67%  50.00% 50.00% 12.50%  28.57% 0.00%
22 66.67% 66.67% 66.67% 66.67% 66.67%  16.67% @ 28.57% = 28.57%
32 50.00% = 50.00% 50.00% 50.00% @ 50.00% 12.50% @ 28.57%  28.57%
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Figure 2 shows that graphical representation of percentage difference in terms of comparisons between existing
algorithms and our algorithm.

Percentage Difference in the number of comparisons

between existing algorithms and Our algorithm
80.00%
70.00%

N |
2 [
S 60.00% |
2
2 50.00% | /\
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gn 30.00% | < —
£ 20.00% | .
g 1000% | —_————— “/—\"f
= 0.00% | A - — - -
-10.00% O 5 10 15 20 25 30 35
Pattern Length
——EBOM -BM ——HOR —— BMHg Ms Qs ——7T BR

Figure 2: Percentage difference in terms of comparisons between existing algorithms and our algorithm

nory.
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Each algorithm is evaluated more than five times for and the average time taken is given in Table 3. We have
shown the average length of a shift performed by each algorithm in the second column. The timing was the last
column shows the percentage difference of the user time between existing algorithms and our algorithm.

6 Conclusion

The experimental results show that our new algorithm is more efficient than the existing algorithms in practice
for most of our chosen data sets. Over our random texts where the new algorithm is compared to the existing
algorithms, our algorithm is more efficient for all but two of the texts. With the addition of special characters, it
does not affect our algorithm. So, in the real world we would expect our savings to remain and make our
algorithm competitive with the existing algorithms. It is also possible to apply some of our findings to what
makes a fast algorithm to the existing algorithms. when large size of text used in string matching, our algorithm
can be applied to set k=2 error level filter for approximate string matching, if pattern length m is greater than
computer word w. our algorithm can be applied as 2-gram filter matching and encoding base2 used in
approximate string matching. But B.R algorithm only can be applied for exact string matching.
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Abstract

Social engineering, which is also referred to as ‘human hacking’ is the activity of making people reveal
their sensitive and private information for the purpose of obtaining illicit access to their accounts. People are
lured with unbelievable offers and many people fall prey to the evil intentions of hackers. They end up clicking
links and/or downloading malwares and thereby providing confidential information. The incidents of cyber-
crimes are booming. This paper studies the awareness regarding cyber security. It also studies the preference
for advanced protection i.e. paid antivirus software. In conclusion, measures are suggested so that people can
combat the increasing number of incidents of cybercrimes and not fall prey to the cyber criminals.

Keywords: illicit access, booming, awareness, malwares.

1. Introduction

Today communication has become very easy and instant owing to smartphones and emails. It is
imperative that this exchange of data takes place securely without compromising or leaking any
data during transmission. Therefore, cyber security plays a pivotal role in our life. Modern means
of communication have benefitted us due to easy and instant exchange of data. However, every coin
has two sides. Safeguarding our privacy is becoming challenging and this paves the way for growing
incidents of cybercrimes. Ensuring that the internet is safer, has therefore, become the focus for the
development of new services. It is not very easy to combat and tackle the menace of cybercrime.
Stringent laws on cybersecurity are essential to safeguard data of users. Every person must be
trained on cybersecurity and measures to protect from cybercrimes.

2. Literature Review

G. Reddy and U.Reddy(2014) studied that cyber security plays a vital role in the domain of infor-
mation technology. Several measures are being undertaken to minimize cybercrime. Despite several
measures being undertaken, cyber security is still a very big concern. Cyber crime is a term that
denotes illicit use of computer for the purpose of theft. In today’s world, all information is stored in
a digital manner. Millions of people are using social media websites. Hence, cyber criminals target
such website users and endeavor to steal their data. Malware scanner is a software that scans all the
files and documents in the system to detect harmful codes or virus. Antivirus softwares detect and
remove virus and worm. Their research specified cyber ethics. Cyber ethics ensure that internet is
used in a safe and proper manner.

N. Contech and P.Schmick(2016) analysed the risk, vulnerability and measures to prevent
social engineering attacks. They studied five common types of social engineering attacks. Phishing
attempts to procure information such as name, address, date of birth and other personal details.
Pretexting attempts to steal information from an individual or business organisation. The attacker
builds a credible history and hence individuals or organisations do not doubt the intentions of the
attacker. Baiting is similar to phishing where cyber criminals promise goods and rewards upon
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submission of confidential information. Under quid pro quo, attacker impersonates himelf/herself
as a technical expert and installs malware in the users computer. Under tailgating, the attacker tries
to obtain access to restricted areas.

According to A. Tonge, S. Kasture and S. Chaudhari (2013), cyber security is a comprehensive
term and is the process of safeguarding information and information system with the help of
procedural and security measures. There is a dire need to incorporate Cyber ethics, Cyber safety
and cyber security in the education. Approximately more than 3/4™ of total commercial transactions
are done online. There is growing reliance on cyber system. Threats to cyber security can be
bifurcated into two categories — cyber attacks and cyber exploitation. Many measures have been
undertaken by governments to combat specific types of cyber attacks or cyber exploitation. At an
individual level, awareness of measures to tackle cyber attacks or exploitation must be made.
Children should be explained terms like phisihing, malware, trojan, spyware and adware.

I.Bandara, F.Ioras, K. Maher(2014) described that cyberspace is commonly referred to as the
intenet. Cyber security is the rules and regulations to be administered for protection of this
cyberspace. There has been incrasing use of E-Learning system, however limited attention is given
to the issue of security of E-Learning system. E-learning is a method of learning which is dependent
on the Internet. E-learning provides plethora of chances for students and teachers to develop and
enhance their skills and knowledge. E-learning systems may be open, distributed and
interconncected and this may pave the way for cyber-crime. University and college students are one
of the largest users of social media platforms such as Facebook and Youtube. Hence, malwares and
viruses can spread via these websites. While it may be difficult to block access to such sites, early
identification of infected devices is important to avoid loss of crucial data. Measures such as
installation of firewall, antivirus softwares, improvement of authentication and training of security
professionals must be undertaken in order to mitigate risks and threats.

M.Abombhara and G.Koein(2015) explained that the number of threats and attacks against In-
ternet of Things(IoT) devices are increasing rapidly. Attack is an action performed to damage a
system that affects its normal operations. A physical attack tampers with hardware components. In
case of denial of service attack, a machine or a network resource becomes non-operational and
cannot be used by the intended user. In case of access attacks, third parties and unauthorized persons
get access to networks or devices. Cyber espionage uses techniques and malicious programs to spy
and/or obtain sensitive and private information of individuals, organizations and governments.

K.Valsalan(2020) described that cybercrimes are the fastest developing crimes in the world. The
Information Technology Act helps us to deal with the issue of cybercrime. The research paper de-
scribed various types of cybercrimes. Hacking in simple words refers to gaining access to one’s
computer device without permission. Phishing is generally executed with the help of email spoofing.
Technology is a double-edged sword and therefore must be judiciously used.

3. Research Design

3.1 Objectives of Research
The objectives of the study are described as under:
e To understand the factors leading to neglect of cyber security among young netizens.
e  To understand common features of phishing calls and emails
e To provide suggestions and recommendations to prevent the attacks of phishing and other
cybercrimes.
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3.2 Limitations of Research
o  There are various kinds of cybercrimes. Today, communication is taking place mainly with
the help of emails. Phishing is a technique where attackers send deceptive emails to obtain
confidential data from people. Hence, the research paper focusses on phishing and primary
features to identify phishing calls and emails are described. Measures to combat phishing
and some general measures to offset the attacks of cybercrimes are suggested.

3.3 Data Collection and analysis

e Data required for the study is ascertained from both primary and secondary sources.

e Questionnaire was used to obtain data from the respondents. An online survey was created
and was shared in social media platforms. The sample size is 100 respondents. Convenience
sampling technique was administered in the study. Respondents are mainly the young users
of cyberspace whose age is between 18 and 30 years. The respondents were made aware
that data is used only for study and anonymity of their responses shall be maintained. To
avoid multiple responses from the same user, only one response per user was permitted.

e The collected data was analyzed using percentage analysis and chi square test.

3.4 Hypothesis
e  There is no relation between gender and preference for advance protection i.e. paid antivirus
software. (Null hypothesis)

o  There is significant relation between gender and preference for advance protection i.e. paid
antivirus software. (Alternate hypothesis)

4. Data Analysis

4.1 Analyzing Demographic Profile of Respondents

Table 1: Demographic Profile

Variable Category / Choices of- | Number of Responses | Percentage
fered to respondents.
Gender Male 65 43.33
Female 85 56.67
Age Less than 20 Years 40 26.67
20 — 30 Years 70 46.67
30 —40 Years 22 14.67
Above 40 Years 18 11.99
Occupation Business 16 10.67
Profession 14 9.33
Employed 10 6.67
Student 110 73.33
Number of In- | Less than 5 70 46.67
ternet Users in | 5—8 66 44.00
the family More than 8 14 9.33
Findings:

e Out of 150 respondents, nearly 43% respondents were male and the remaining 57% respond-
ents were females.

91



International Conference on Recent Development in Science, Engineering and Technology (ICRDSET - 2021)

e As the study wants to study awareness regarding cyber security among young netizens,
questionnaires were mainly circulated to people below age of 40 years (nearly 88% respond-
ents age was below 40 years).

e It was found that nearly 10% of respondents had more 8 active users of internet in the family.

4.2 Analyzing Factors Affecting Neglect of Cyber Security

Table 2: Causes of neglect in cyber security

Question Category / Choices offered to | Number of | Percentage
respondents. Responses
I have a paid antivirus in- | Yes 35 23.33
stalled in my smartphone | No 115 76.67
and/or computer.
I am aware of cyber security | Yes 90 60.00
and measures to prevent cy- | No 16 10.67
bercrimes. May be 44 29.33
I have been a victim of cyber- | Yes 27 18.00
crime. No 123 82.00
My preference for annual sub- | 1,000 to 2,000 62 41.33
scription fee for antivirus | 2,000 to 3,000 17 11.33
software is I prefer free software with | 71 47.34
limited protection.
I should share my debit card | Strongly Agree 10 6.67
details with bank staff over | Agree 24 16.00
the phone for verification pur- | Neutral 16 10.67
pose Disagree 66 44.00
Strongly Disagree 34 22.66
I use the same password for | Yes 113 75.33
multiple websites as I often | No 37 24.67
forget multiple passwords
The last time I changed my | Within 1 Year 21 14.00
primary email password was | More than a year ago 98 65.33
I have never changed pass- | 31 20.67
word once created.
I check the website security | Always 69 46.00
before entering my personal | Sometimes 71 47.33
details Rarely 8 5.33
Never 2 1.34
I keep backup of my im- | Yes 24 16.00
portant data No 126 84.00
I click on links that provide | Always 17 11.33
attractive offers, promo codes | Sometimes 73 48.67
and free gifts. Rarely 46 30.67
Never 14 9.33
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Findings:

It was observed that majority of respondents did not have a paid antivirus software in their
smartphones and/or laptop. It implies that either these respondents do not use antivirus
software or are currently relying on free antivirus software. Free antivirus software offers
basic protection. Paid antivirus software provides comprehensive and advance protection.
Nearly 30% of respondents were not certain regarding their knowledge on cyber security.
This uncertainty implies that more awareness needs to be created regarding cyber security
and measures to combat cyber-attacks.

One positive fact observed was that majority of respondents were not victims of cyber-
crimes.

Around 47% of respondents do not prefer to pay a single penny towards subscription for
antivirus software (i.e. for more advanced protection).

It was alarming to note that around 7% of respondents would strongly agree to provide
their confidential account details to bank staff. This indicates that such respondents can
become easy targets for phishers who can impersonate as bank staff and ask for personal
details.

Human memory is limited and therefore many people prefer to use same passwords for
multiple websites. This statement can be validated as nearly 75% of respondents use the
same password for multiple websites.

Around 20% of respondents have not changed their passwords since inception.

71 respondents mentioned that they sometimes check website security. It implies that such
respondents may fall prey to websites that appear like authentic websites.

It was disappointing to note that 84% of respondents do not keep backup of important data.
Around 10% of respondents never click on links that offer attractive discounts or free gifts.

4.3 Testing of Hypothesis

Table 3: Chi Square Test — Observed Values

Gender Positive Preference | Negative  Prefer- | Total
for Paid Antivirus | ence for paid anti-
Software virus software
Male 22 43 65
Female 13 72 85
Total 35 115 150
Table 5: Chi Square Test — Expected Values
Gender Positive Preference | Negative  Prefer- Total
for Paid Antivirus | ence for paid anti-
Software virus software
Male 15 50 65
Female 20 65 85
Total 35 115 150
Table 6: Chi Square Test — Workings
Observed Expected Value (Observed — Expected Value)? / Expected Value
Value
22 15 3.27
13 20 2.45
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43 50 0.98
72 65 0.75
Total 7.45

As calculated Chi Square value exceeds critical value, we reject the null hypothesis and accept
the alternate hypothesis. Hence, there is significant relation between gender and preference for paid
antivirus software.

5. Suggestions and recommendations to prevent the attack of
phishing and other cyber crimes

Phishing is illicit acquisition of personal data by deceiving the individual and making him
believe that the attacker is trustworthy. It is normally done with the help of electronic mail. Such
emails will usually contain some warning and ask the user to update personal data, address or pass-
word. Such emails often contain link to websites that are infected with malwares. Phishing is a big
threat. Cybercriminals create fake websites that appear like the genuine ones so that they can know
your username and password. There is a possibility that user may enter a phishing site by mistyping
a website name. Due to phishing, billions of dollars have been lost by several companies and indi-
viduals. Below are sample phone call scripts to identify phishing:

Call Script 1: Am I Speaking to Mr. Shah? I am calling from ABC Bank. We need to verify
your details as suspicious activities and purchases are made within last 7 days. Can you confirm
your debit card number, expiry date and CVV for verification purpose?

Call Script 2: Hello Mr. Sharma. I represent LMN company and our records indicate that you
owe us Rs. 50,000. Your address is 36 Model Apartments. Can you confirm your Adhar Card num-
ber and date of birth?

Below are few characteristics of phishing emails:

Phishing emails may contain IP address instead of website name. For example, please click on
‘http://151.88.17.2/°.

Most phishing emails contain words like ‘Click here’, ‘Login Immediately’, ‘Update the de-
tails’, ‘Suspend’,

Prevention is regarded as better than cure. It is essential to take certain measures while making
use of the cyberspace. A netizen should avoid revealing personal information to strangers. It is
recommended that a user should not send his/her photographs to unknown people to avoid its mis-
use. Antivirus software should be installed and updated regularly. There are many anti-virus soft-
ware that warn users regarding dubious websites. Browsers like Google Chrome also warn the
user when they are accessing a website that is not secured by Secure Socket Layer. A backup of
data should be created so that data can be retrieved easily, if the system is affected by cybercrime.
One should enter details like credit /debit card number, expiry date and CVV only after verifying
website security.

We normally set up passwords which are easy to remember. The same password is used for
multiple websites. We should use different passwords and set up a strong password which is diffi-
cult to guess. Setting up different passwords for each website will help to minimize the damage if
password used for accessing any website gets compromised. These measures shall be of great use
to minimize instances of cybercrimes. We acknowledge that an individual’s mind is unfathomable
and his abilities are limitless. Hence, complete elimination of cybercrime appears to be herculean
task. History has proved that no statute is capable of complete eradication of crime. Hence, it is in
the interest of the people to become aware of cyber security and take the necessary measures.
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An Intelligent Algorithm With Feature Selection For Thyroid Disease
Classification And Dignosis Using Data Mining Techniques

Parimala.S, Dr.P.SenthilVadivu

Abstract

Absurd potential for healthcare services is held by Data mining because of the aggressive proliferation in the
massive amount of electronic health records. In the conventional time, health providers and physicians hold patient
information manually. The data was very tedious to maintain. New techniques are introduced to reduce the human efforts by
Modernizing and digitalizing the data and made available in an easy accessible way. The Main task is to detect disease
diagnosis at the early stages with higher accuracy. In health care services, data mining plays a vital role in the part of
Classification concept. Diagnosing the diseases and providing the necessary treatment for the patients becomes a primary
challenge for the health care services. In this paper using enhanced data mining algorithms and classification system thyroid
disease is being detected with higher accuracy which is more important in diagnose a chronic illness such as thyroid. This
paper enlightens the issue of Dimensionality reduction for which Feature selection algorithms are used which considered one
of the main task in feature is engineering. An algorithm is proposed which gives the solution to sort out the problems in the
existing system of classification.

Keywords: Data mining, Thyroid, Dimensionality reduction, Feature selection algorithms.

1. Introduction

Diagnosis of health conditions is a very challenging task in field of medical science. Diagnoses of health
conditions are based on the physician experience. Data mining technique plays role to diagnosis of diseases of
patients. Classification is one of the important data mining applications for classification of data. In this work,
our main purpose is to propose a robust classifier and compared with other existing classifier which is developed
by various authors. We have developed classifications models and its ensemble model for classification of
thyroid data. Feature selection is also applied to improve the classification accuracy and increases performance.

Feature selection is one of the frequently used and most important techniques in data preprocessing for data
mining [1].The goal of feature selection for classification task is to maximize classification accuracy [2].The
method of eliminating excessive or inappropriate features from the original data set is termed as Feature
Selection.. So the carrying out time of the classifier that processes the data will decreases and also accuracy
increases because irrelevant features can include noisy data affecting the classification accuracy negatively [3].
With feature selection the understandability can be improved and cost of data handling becomes smaller [4].

One contributing commitment, feature selection(FS), has already facilitated data mining for its good
performance of seeking correlated features and deleting redundant or uncorrelated features from the original
dataset [11], [6]. Feature selection is one of the most important data processing techniques, and is frequently
exploited to seek correlated features and delete redundant or uncorrelated features from a feature set [7].
Random or noisy features often disturb a classifier learning correct correlations, and redundant or correlated
features increase the complexity of a classifier without adding any useful information to the classifier [8]. A
variety of feature selection methods, such as filter, wrapper, and embedded approaches [7] [9], have been

developed.
@_) Filter Method ————— Features Subset —» Prediction Model
@—) Wrapper Method —————> Features Subset Samples — Prediction Model

Evaluation —1
@—» Embedded Method

Feature Evaluation

Prediction Model
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One of the primary components of feature selection is producing the subset and subset evaluation. You must
determine the search strategy and evaluation criteria you must indicate the approach for search and also the
criteria for evaluation. There is always an association between Feature selection algorithms and data mining.

1.1 Filter Methods

Set of all Selecting the Learning
Features # Best Suhset # Algorithm # Performance

As a pre-processing step, Filter based approach are used. For any data mining algorithms, the selection of
features is independent Instead, features are chosen on the basis of their scores in various statistical tests for
their correlation with the outcome variable for their correlation different statistical tests are performed based on
their scores. We cannot able to predict for which algorithm which filter based approach can be used. In this
research work ,we have used only the filter based approach for feature selection algorithm . Because when
compared to wrapper method, Filter based approach are much faster as they do not involve in training the model
and also they depend only on the features in the data set.

1.2 Benefits from Feature Selection

The basic idea of using feature selection is to obtain a new dataset with neither redundant features nor
irrelevant features, as well as containing the original data pattern, and not losing any useful information in
the original dataset. Nowadays, Feature selection methods are widely employed with their capability of
dimension reduction, for instance, in the field of written text and DNA microarray analysis, and show their
advantages when the number of features is large while the number of samples is small.

The main objective of the Feature selection is to identify the features which are based on the original
dataset. It should be noted that some related features may be redundant since there might be another features
which are strongly correlated [12]-[14].The three privileges of conducting Feature selection on dataset are
(1) the selected features can be used to construct a brief model for describing original data and thus are
beneficial for improving the performance of criteria; (2) the selected features can reflect the core characters
of original data and thus are helpful for tracing concept drifts of data expression with good robustness; and
(3) the chosen features can help the decision-maker pick valuable information from a large number of noisy
data [14], [15]

1.3 Systemizations and Interrelations

Commonly, feature selection techniques can be classified into filter, wrapper, and embedded according to the
means of combining a classifier and a machine learning approach when selecting a feature subset [10], [13]—
[15], regardless of supervised or unsupervised methods [13], [16], [17]. The difference between the
supervised and unsupervised learning methods lies in whether the class labels are available or not. To evaluate
the implication of features and offer rankings of these features, in the domain of feature selection, available
label information is employed with the first-mentioned condition. . The latter seeks hidden structures in
unlabelled data and constructs a feature selector by means of intrinsic properties of data [18].

For supervised feature selection algorithms, separability criteria, consistency criteria and error rate criteria are
favourable for evaluating the performance of methods. In contrast, for those unsupervised feature selection
methods, the clustering validity criteria, information theoretical criteria, and feature similarity criteria are now
widely seen [20]-[22].

2 Issues during classification

Presence of irrelevant and noisy redundant features evokes two problems during classification includes i)Induce
greater computational cost ii)May lead to over fitting .Thus, as a solution to solve the above issues, FS
algorithms are used.FS algorithms work on the principal that not all features are important during data mining
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and these features can be removed without affecting the performance’s is the task of selecting features that have
the maximum impact on describing the results and to drop the features with little or no effect. It is a problem of
universal interlacing amendment in data mining, which reduces the number of features, removes irrelevant,
noisy and redundant data, and results in improving accuracy.

3 Proposed Algorithm

In general, a single feature selection algorithm is used to identify significant features. Several feature selection
algorithms are being used for this purpose, with each having its own advantages and disadvantages.

In order to combine the advantages of various feature selection algorithms, this research work proposes the use
of multiple feature selection algorithm to select optimal features.

In this research work, four important and frequently used algorithms are used. They are, Mutual Information,
Information Gain, Fisher Score, Pearson Coefficient, Chi Square .This algorithm is termed as ‘Multiple
Feature Selection Algorithms (MFS)”

Clinical Dataset

) ][ w

Markov Blanket Filter

R-PC

S

Select Common Features using Intersect Operator

v

Reduced Feature Set

The diagram shows the flow of proposed filter based approach. The proposed algorithm uses statistical
tests to determine the subset of features with the highest predictive power.

The first step of M2FPS algorithm uses four feature selection filters such as Mutual information, Pearson
Correlations, Chi-Square and Fisher Criterion Score to select optimal features. The resultant features are used as
input to a more computationally intensive subset selection procedure known as Markov blanket filtering , which
results with four sets of optimal reduced features, namely, R-MI, R-PC, R-CS and R-FS. These four sets are
combined using intersection operation in order to select only common features that exist between the four subsets.
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3.1 Data Sets

Dataset for this research work is taken from UCI Thyroid dataset (UTD)
Taken from :http://archive.ics.uci.edu/ml/datasets/Thyroid+Disease

Number of Instances : 7200
Number of Attributes : 21
Number of Classes  : Normal, hypo and hyper
Performance Metrics : Accuracy
The missing percentage was varied with values ranging from 0 to 60% in steps of 10.

4. Experimental Results

86.00
84.00
82.00
80.00
78.00
76.00

Accuracy (%)

SVM KNN

Classifiers

M Baseline mMI mPC mCS BmFS m MFS

Figure: 2 Analysis of Feature Selection Algorithms Accuracy (%)

Algorithms Values (%)
Baseline 80.62
Mutual Information 82.97
Person Coefficient 81.21
Chi-Square 81.11
Fisher Score 81.83
Multiple Feature Selection 84.06

Table 1: Different types of Algorithms used and their results

4.1 Findings
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While no feature engineering algorithms are used, the performance of the algorithm is very low. In fact,
it degrades with increase in missing percentages. All the proposed algorithms detect thyroid disease in an
improved fashion when compared with its existing counterparts. Comparison of the proposed unified models
showed that with low missing percentage (<=10%), the models that applied feature selection, followed by
missing value followed by instance selection produces high accuracy. Table 1clearly shows that only the prosed
algorithm that is the Multiple Feature Algorithm gives high accuracy.

5. Conclusion and Future Work

We have four algorithms i.e., Mutual Information, Information Gain, Fisher Score, Pearson Coefficient,
Chi Square .which is termed ‘Multiple Feature Selection Algorithms (MFS)”. In this work, we have solved the
issue of Dimensionality reduction for which Feature selection algorithms are used which considered one of the
main task in feature is engineering. Multiple Feature Selection Algorithms algorithm is proposed which gives
the solution to sort out the problems in the existing system of classification. We have used svm and knn since
widely used in thyroid disease. The analysis of Feature selection algorithm while using SVM and KNN classifier
is clearly shown. Table 1clearly shows that only the prosed algorithm that is the Multiple Feature Algorithm
gives high accuracyThe proposed algorithm clearly improves the accuracy during thyroid disease classification.
In future, few more issues and algorithms will be taken for research and will be enhance to improve the
accuracy by implementing with datasets which can help to improve the accuracy of diagnosis.
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Abstract

Modern science and technology have increased the way of life for people. All of us incline
toward quality in items we use in everyday lives. These results in the huge groups at the shopping
center and malls which prompts long lines at the charging counters where the shop keeper needs to
filter each item in the scanning machine and enter into the record to bill those products. The
framework above is a bit tedious. There are much research works for the smart billing of products.
The proposed work concentrates on designing a therapeutic electronic item to solve this issue. The
object detection algorithm called the YOLO algorithm detects the items which allow the retrieval
of information using Edge Computing stored in edge servers. The products placed in the conveyer
belt are detected and stored in the cart and the information are shown in the screen. The
information and the quantity of the products are calculated and the bill is generated automatically.

KEYWORDS- object detection, YOLO algorithm, Edge computing.

1. Introduction

The product in the billing counter is detected through camera considering various parameters
like the size of the product, sort of product and generates the bill of those items. The dataset of the
images are trained and reserved within the edge servers and data and attributes can be fetched by
edge computing. The imutils library in the YOLO Algorithm which is a necessary picture handling
functions like interpretation, rotation, resizing, skeletonization, showing Matplotlib pictures,
arranging contours, detecting edges. The Scipy library helps the dimensions of the image that is
captured using the scipy.spatial.distance. It computes the space matrix from a set of raw
observation vectors stored during a rectangular array. The OpenCV Python is only a wrapper class
for the first C++ library to be utilized with Python. Using this, OpenCV array structures changed
over to Numpy arrays. This makes it easier to incorporate it with different libraries that utilize
Numpy and Matplotlib. The Tkinter bundle ("Tk interface") is that the standard Python interface
to the Tk GUI toolkit. The Tk class is started up without arguments. This makes a top-level widget
of Tk which is the major window of an application. Each occasion has its own related Tcl
interpreter. The OCR (Optical Character Recognition) is the way towards optical patterns
contained during a digital image. The character recognition from an image is achieved through
classification, feature extraction, and segmentation.

The Backend procedure includes an Edge server that might be a kind of edge gadget that
gives an entry point into a system. An essential utilization of a CDN edge server is to store content
as close as conceivable to a mentioning customer machine, which helps in diminishing latency and
improving page load times. Edge gadgets are frequently set inside Internet trade focuses (IxPs) to
allow various systems to append and share travel from the servers. A CDN supplier will put
servers in numerous areas, yet some of the most significant are the association focuses on the edge
between various systems. These edge servers will interface with various systems and license
traffic to pass rapidly and effectively between systems.
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The Jetson Nano might be a little, amazing PC for installing applications and AI IoT that conveys
the capacity of ongoing Al. It begins quickly with the incomparable Jet Pack SDK with quickened
libraries for deep learning, graphics, multimedia, Computer vision and, that's only the tip of the
iceberg. Besides, it permits us to run different neural systems in equal for applications like object
detection, processing the speeches, classification of images, and segmentation. It's a simple to-
utilize stage that runs in as meager as 5 watts. So, product billing in Jetson Nano through camera
gives more efficiency and compactable.

2. Literature Survey

Tanmay Singh et al. [1] proposed an Intelligent Self-Checkout System (ISCOS) comprises of a
solitary camera to identify different items with no names continuously in real-time. The picture
taken from the camera will be given as a contribution to the YOLO calculation. At the end of this
algorithmic calculation will be a picture where all the things named with their name are available
inside it and are inside the shaded limit indicating the specific area of the item inside the picture.
Open-source datasets libraries such as Open CV or Image Net are used. MySQL Microsoft access
or Oracle 9i database structure is used to store various qualities of the items that the client can buy
in the store, for e.g., association name, amount, name, value, and so forth.

B Sudha et al. [2] used the Raspberry pi processor with a PI Camera and QR scanner. The
images of the product/ object will have different values like 189, 170, 52, 0 and many more. When
the customer moves in any direction with the help of a pi camera and gear motor, the image of the
product in the trolley will be captured. The image captured by the camera will be forwarded and
processed by the Raspberry pi. Raspberry processor will apply several image processing
algorithms and detect the object.

N. Ragesh et al. [3] designed a system which has a camera that distinguishes the item
utilizing Deep Learning strategies and a load cell that gauges the heaviness of the commodity
appended to the shopping basket. This framework will produce the bill when the client scans the
thing before the camera which is fixed in the Cart.

Ms. Vrinda, Niharika [4] proposed an idea of LCD used for offers, discounts, and the
total bill. The technology which they proposed is the utilization of RFID innovation for
programmed item charging acknowledgment inside the cart, subsequently nullifying client
intercession in the procedure of the item in which the client is making payment.

3. Proposed Work

The grocery data set involves a huge number of attributes/information to predict the
accurate product. Data mining can be implemented for extracting knowledge from the image data
set taken. It also identifies the relationship between different attributes in the grocery data. With
the help of size, shape, OCR, the camera recognizes the products and puts them in the cart. When
every item is put before the camera, different data like item's price, products name are shown in
the LCD screen set in the cart. This Al-based product billing will do an automatic billing process
in various shopping malls. The above process is illustrated in Figure- 1.
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Figure 1: Flow chart of proposed work

The Billing items window in the Accounting Console is utilized to characterize
item codes for items/services to be charged by the association. The billing items window
characterizes product offering things, default estimating, association and Ledger account data. Just
items with right item codes can be charged. One item code ought to be made for every potential
levy or membership type item or administration that will be charged. Here, the item will be
charged through Camera with the assistance of present-day innovations i.e., Jetson Nano which
pursues the algorithm, for example, OCR(Optical Character Recognition), item's shape, item's
size, Edge computing, and YOLO algorithm.

3.1 Data Preprocessing & Feature Selection:

A two-dimensional array numbers either pixels of an image between the scope of 0 and
255. It is characterized by the functions in the mathematics f(x,y) where x and y are the
coordinates of the vertical and horizontal plane. The estimation of f(x,y) anytime is in the given
picture will give return the pixel value. The algorithm is as follows,

3.1.1.YOL.O Algorithm:

1) Load the input images and extract all its dimensions. Determine the output layers from the
YOLO model. Perform a forward pass through YOLO network.

2) Boxes: The picture is surrounded by the boxes.

3) Confidences: The YOLO will assign a confidence value to the item. The lower certainty value
the object won't be same the network thinks. The limit level ought to be kept up at 0.5.

4) Extract the classID and confidences to filter out weak detection.

5) The scale bouncing box directions will show them appropriately on original picture.

6) Extract coordinates and dimensions of the bounding box. YOLO returns bounding box
coordinates in the form: (centerX, centerY, width, height).

7) for keeping only the surest ones Non-Maxima Suppression (NMS) suppresses in a significant
matter and the bounding boxes will be overlapped.

8) NMS additionally guarantees that there are no excess or incidental bouncing boxes.
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9) NMS threshold and certainty limit, bounding boxes, confidences will be submitted by the NMS
which is one of the in-built DNN module functionality of the Open CV.

10) Expecting a picture exists with a least in detection; the idxs will continue to loop determined
by non-maxima suppression. At that point, basically draw the bounding box and content on the
picture utilizing our colors in a random manner.

11) Finally, the picture will be shown until the client presses any key (guaranteeing the window
opened by OpenCV is focused and selected).

3.1.2.0CR Algorithm:

The level of the noise in the picture ought to be improved and the zones outside the
content are expelled. Preprocessing is particularly crucial for perceiving manually written reports
that are progressively sensitive to noise. Preprocessing permits a character picture to yield better
consequences of recognizing a picture.

3.2 Front End & Back End

One of the python's standard GUI library is Tkinter. Tk GUI toolkit is one of the object-
oriented interfaces by the Tkinter. When python is combined with the Tkinter the work becomes
simple and quicker to create a GUI(Graphical User Interface). The GUI and trained datasets are
connected to Edge devices that produce data. These could be a sensor, industrial machines or other
devices that produce or collects the data. The Edge Computing runs less number of processes in
the clouds and moves those to the local places, such as the retail shop's computer, like an edge
server. For building a pseudo-code Backend and GUI:

Input: Training data set (T); attributes(S).

Output: Generating Bill (B).

1) While true then the camera reads the given input.

2) If the value modulus 256 is equal to 27 the window is closed (esc=quit).

3) Else the image value is taken and given to training dataset (T) checks the value.

4) The OCR file is invoked so that it also gives the clear value of the product which is detected.

4) If the value is the same the defined attributes(S) are printed in the excel sheet.

5) The attributes are taken from the data in the Edge servers which is already stored using Edge
Computing.

6) The bill (B) is generated by performing some mathematic functions.

4. Experimental Result

The User Interface of the proposed system is given in Figure 2. It comprises of Add to list button,
Notification box, Quantity box which is should be entered physically, Capture button, View BILL
button, Generate Bill button and QUIT button.

PRODUCT BILLING

 Netification : | |
© Enter Quamtity ¢ | |
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Figure 2: User Interface

The Figure 3 shows the process of capturing the product to be billed. Click the Capture button, the
camera window is opened using OpenCV and the object needs to be placed in front of Camera.

17 P Fobo n Cophons > u

PRODUCT BILLING

oNefeste |

[ e
==

Figure 3: Capturing Product Image

A | Decoed |

- Enter Quamtity : [ |

Figure 4: Adding Product to List

As soon as the item is placed in front of the camera, the camera recognizes the products with the
help of size, shape and Optical Character Recognition, the notification shows “Detected” as
shown in Figure 4. The next step is need to enter the Quantity manually and click Add to list i.e.,
the product which is to be billed will be added to the list.

Name of . Final Cost of
Product Quantity Cost of Product Product
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Gillette 1 54 54
Vovenac gel 2 10 20
Colgate Small 2 10 20
Colgate Large 3 55 165

FINAL COST 349

Figure 5: Generated Bill

After billing all the products, click the View BILL button, the bill will be viewed with all
the billed products with its FINAL COST and the bill will be generated if we click on Generate bill
button as shown in Figure 5.

5. Conclusion

The task like provisioning of resources such as server, networking and hardware
components which requires workers to take care of these billing systems are omitted with the use of
this proposed work. There is a need to monitor and manage all those resources. All of the above
tasks slow down the process of developing applications. These problems can be overcome by edge
computing platforms which can be used to create a scalable, reliable, and secure and the
environment with automation at every step. This helps shops to focus on creating and managing the
applications rather than the provisioning and managing resource.
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Abstract

Cloud computing is the modern technology within the field of data IT. It’s speedily turning into a distinguished
technique due to its growing and revolutionary nature in recent times. It assures to deliver a large number of resources
like architecture, scalability, availability, fault tolerance, power of computation, huge storage and software application to
consumers in the low cost. In other hand we have many issues with its security. This paper presents a stronger
understanding of cloud computing and its security and threats, and identifies the mitigation scheme and their impact on
its security.

Keywords: Cloud Computing, Security, Mitigating Techniques, Concept Matrix

1 Introduction

Cloud computing is the technique for delivering different resources through the internet which includes tools and
applications like data storage, servers, databases, networking, and software to offer faster innovation, flexible
resources at a cheap cost !, In recent days the use of cloud-based computing has gained more popularity due to
its application in on-line movies on demand, many social media platforms like Facebook, Twitter, Instagram, and
others. Similarly, many types of threats and attacks have been obvious for cloud-based computing. Few attacks
are like Distributed Denial of Service, Reflection Denial of Service, SQL Injection, and DNS amplification attack
2]

The concept of cloud computing can be stated as demand-based services, which contribute a multitenant
atmosphere towards clients. These services are used as various norms in the organization, to build competitive
advantages among different organizations [*!, Hence, this open network platform invites all types of users or
clients, to be part of it to perform their tasks. Moreover, it has some dark sides which would be effect reverse on
their platform. This paper would be focusing on various types of attacks, being happened on air. Furthermore, a
discussion would also be focusing on important factors such as problem occurrence, and defense techniques
comparison and prevention techniques as well %],

One of the major problems is the attack or theft of valuable information in the cloud. Among so many
challenges, DDOS (Distributed Denial of service) attack is considered as high theft (manipulate) of information
action. This is mainly due to the attack occupies the network bandwidth. In most of the situation, multiple nodes
are used to send traffic to a site in DDOS !, These types of attacks are mainly generated from the end-user
system, and some available loopholes help an attacker to create an attack. On the other hand, this kind of problem
can be defended and mitigate with few techniques as well.

1.1 DDOS Architecture

The DDoS attack is major trouble to the availability. The attacker can greatly degrade the quality or fully
breakdown the victim’s network connectivity. The attacker first compromises many agents or hosts and then uses
these agents to launch the attack by depleting the target network *3!. The main idea behind the DDoS attack is to
make the victim suffer to use the resources. In most of the scenarios, targets could be web servers, CPU, Storage,
and other Network resources.

The DDOS attack has become a major issue nowadays in cloud computing. The DDoS attack compromises

host to send a lot of useless packets to the target in a short interval of time which can cause an outage of server
operations (111,
In the first, to compare prevention techniques of attack, we would have to focus on how attacks are originated.
DDOS attack architecture shows the reasons behind the originated cause, followed the pattern, how to perform,
and simulated into the network 3!, There is main five components attacker computers, handler/ computer
controller, agent/botnet, amplifying network, victim, or attached server.

Attacker/ master computer to initiates the attack and another one is the victim/Attacked server which is
coming to attack by the master computer. These two components have created a denial-of-service attack. The
three components in the middle one are Agent/Zombies/Botnet is to create a Denial of services of attacks are
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carried out. The volunteers of computer or infected computer using internet browsing by the user, the user
downloads malicious software, which is controlled by the attacker. There additional layer of handler/controlling
computer which issuing command to an agent. And final components are reflecting layer which amplifies the
number of requests to the attacker’s server.

In this way, the attacker would generate a DDOS attack plan. There are several ways of DDOS attacks in
cloud computing. For example, application later attacks, web attack, network layer attack, bandwidth depletion
attack, amplification attack, protocol exploit attack (TCP SYN attack), Flood attack, and so on. On the contrary,
this report will mainly focus on prevention techniques are Intrusion detection Mechanism for DDOS and Network
Egress and Ingress filtering technique (NEIF)™”). This report will highly focus on these two techniques, its
formula, effects, enhancement, and impact on architecture.

Comprosmise the network

.......... Han: dfe:l.' [ Threat
- installation

Attacking

Figure 1: The architecture of a Distributed Denial of Service (DDoS) attack

2 DDOS Attack Scope

A DDoS attack is a malicious attempt to disturb an online service usually by disrupting the services of its hosting
server.

The attack can be launched through many compromised devices referred to as “Botnet™. It is different from
another DDoS attack where it uses a single internet-connected device to flood a target with some canny traffic.

2.1 Attack on Bandwidth
In this, a large packet of forged requests is sent to the computer using spoofing of the Internet protocol address.
The reply to the request will send to the target victim such as the organization of servers. UDP/ICMP flooding

attacks makes the network link congestion or overloading by sending a lot of UDP/ICMP and flooding packets
[65]

2.2 Attack of Host Resource

These attacks are used to slow down the service available on the webserver. It keeps a number of connections to
the victim server open and holds them for a long time and sending a large number of requests to the victims’
website to disable it. By this HTTP gets the Flooding attack. In the HTTP Flooding attack, the attacker sends a
large number of HTTP flood attack simultaneously from multiple computers 2,

2.3 Attack on System/Application Weakness
This ping of death can cripple network resources based on a flaw in the TCP/IP suite. If one sender has to send a
packet larger than the size of bandwidth, the receiving computer would ultimately crash from confusion !¢,

2.4 Attackers are primarily motivated by

Ideology — So-called “hacktivists” use DDoS attacks as a means of targeting websites they disagree with their
ideologically. They can go to any extent to popularize their ideology.

Business rivalry — Businesses can use DDoS attacks to strategically take down their competitor websites.
Excitement — Cyber vandals use prewritten scripts to launch DDoS attacks. In their boredom, they attack a
particular website to get some excitement.

Extortion — Attackers use DDoS attacks or the threat of DDoS attacks as a means of extorting money from victims.
Cyberwarfare — Government-backed DDoS attacks can be used to both cripple opposition websites and an enemy
country’s online infrastructure (672,
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3 Mitigation Techniques

DDoS mitigation is the process of protecting a targeted network or server from a DDoS attack. By specially

designed network equipment or cloud-based protection service, a targeted victim can mitigate the incoming attack
58]

DDoS Mitigation Stages

[}
Q b oI
NV — 3 — tv) — B
/ LY 0\ | /o

0

Routing Detection Response Adapt
Route traffic across Detect the fingerprint of Drop malicious traffic at Use machine
multiple Data Centers an attack as it occurs the network edge learning to adapt to

the

There are 4 stages to reduce a DDoS attack.

Detection: To stop a distributed attack our server must be able to identify an attack from a high volume of normal
traffic. IP Reputation, common attack patterns, and previously saved data can assist in proper detection !,
Response: The DDoS protection network responds to an incoming identified warning by cleverly dropping
malicious and absorbing the rest of the traffic. We can use the filtration process to handle low levels of warnings.
By this, we can mitigate the attempt to disrupt the server.

Routing: By cleverly routing the traffic we can mitigate the DDoS attack to break the whole traffic into
manageable chunks.

Adaption: The best network analyzes traffic for patterns such as repeating IP Blocks, a particular incoming attack
can be avoided or we can divert an improper protocol. By adapting to attack patterns, a protection service can
make it tough against attacks [,

3.1 How Mitigation works

Bypassing, network traffic addressed to a potential target network through a high-capacity network with a different
type of traffic scrubbing filters. DDoS mitigation can be effectively implemented via cloud-based solution
providers. In which they can use hardware placed on-premise filtering with cloud-based filtering. It uses different
tools for the purpose.

Scalability: we need an effective solution to handle DDoS attack at least 10X larger than the bandwidth.
Flexibility: We should create an ad hoc policy and pattern which allows our server to adapt to the incoming threats
in real-time. We should keep the entire network online during the attack by implementing page rules and populate
those changes.

Network size: We should identify the attack patterns that occur across the internet from a particular protocol over
the change of time. If our network size is big enough for attack then we can respond to those attacks quickly in
time and efficiently. Even we can stop such attacks before ever they occur 2%,

4 Conclusion

Our dependency on cyber-physical systems and advancement in networking and cloud-based technologies have
emerged with many threats that need the protection of network and computer infrastructure against DDoS attacks.
Detection and mitigation of DDoS attacks have remained an unaccomplished task. Realizing this warning to our
system, we have made several noticeable contributions 2%,

In this regard, we have discussed major requirements and challenges in meeting this difficult task of
prevention against DDoS attacks. The ease of management in the application of rules for detection and prevention
against DDoS attacks is also required. Considering the emerging potential of mitigation schemes in meeting
network-wide requirements of flexibility, management, scalability, and adaptability we assessed its capabilities
against the prevention of DDoS attacks. We classified existing mitigation-based schemes according to various
detection and prevention techniques and highlighted the pros and cons against each category. Our analysis
revealed that existing solutions for DDoS detection and mitigation failed to meet application-specific requirements
for DDoS detections. The existing solutions do not implement the same level of a threshold for each application.
Existing solutions utilizing mitigation techniques incorporate a single controller. This not only creates a bottleneck
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for the network traffic but also leads to a single point of failure for networks. Although, mitigation can incorporate
a distributed platform existing solutions have realized it to its full potentials!.

We have addressed the problems by proposing an efficient system for DDoS attack detection through
mitigation schemes. Our proposed framework incorporates application-specific criteria for network traffic
threshold. This permits the implementation of customized criteria for the detection of DDoS attacks. Besides, we
utilized a distributed controller platform that allows load balancing and reduces possibilities for device failure 57,

The mitigation scheme is a major step in resolving the DDoS attacks. We anticipated that Mitigation
techniques can potentially be utilized in a wide range of systems including cyber-physical systems, smart grid,
and e-governance. All such applications exhibit varying degrees of tolerance for network attacks. Mitigations are
required to implement consistency to the controllers to ensure the rapid implementation of rules of the network.
This framework can be implemented in any cloud-based networks 44,

As future steps of our research, we are planning to perform comprehensive experiments using mitigation
schemes to study the effectiveness of our framework in protecting our applications. Lastly, Mitigation is not a
silver bullet solution to all the network security problems. In this, we also highlighted open research issues,
challenges, and recommendations related to mitigation schemes DDoS attack detection and prevention that require
further research [%°1,
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Abstract

Slant order procedures have been broadly utilized for investigating client feelings. In traditional regulated learning
strategies, hand-created highlights are required, which requires a careful comprehension of the area. Since online
media posts are normally exceptionally short, there's an absence of highlights for compelling grouping. Accordingly,
word installing models can be utilized to learn distinctive word uses in different settings. To recognize the
conclusion extremity from short messages, we need to investigate further semantics of words utilizing profound
learning strategies. In this paper, we explore the impacts of word inserting and long transient memory (LSTM) for
assessment arrangement in web-based media. To start with, words in posts are changed over into vectors utilizing
word inserting models. At that point, the word arrangement in sentences are contribution to LSTM to gain
proficiency with the significant distance context oriented reliance among words. The exploratory outcomes
indicated that profound learning techniques can successfully become familiar with the word use in setting of online
media given enough preparing information. The amount and nature of preparing information significantly influences
the exhibition. Further examination is expected to check the exhibition in various online media sources.

Keywords: Sentiment Classification, Deep Learning, Long Short-Term Memory, Word2Vec Model.

1 Introduction

Assumption grouping has been utilized in investigating client created substance for understanding clients'
purpose and assessments in web-based media. Customary regulated learning techniques have been broadly
researched, for example, sack of-words model utilizing TF-IDF, and probabilistic model utilizing Naive
Bayes, which for the most part need hand-made highlights. For web-based media content which are short
and assorted in subject, it's hard to acquire valuable highlights for arrangement. In this manner, a more
powerful strategy for short content assessment arrangement is required. Profound learning strategies have
continuously demonstrated great execution in numerous applications, for example, discourse
acknowledgment, design acknowledgment, and information grouping.

These techniques attempt to learn information portrayal utilizing a more profound chain of command of
designs in neural organizations. Muddled ideas are conceivable to learn dependent on less difficult ones.
Among profound feedforward networks, Convolutional Neural Networks (CNNs) have been appeared to take
in neighborhood highlights from words or expressions [1], while Recurrent Neural Networks (RNNs) can
learn transient conditions in successive information [2]. Given the short messages in online media, there's
an absence of highlights. To get more helpful highlights, we further use circulated portrayal of words where
each info is addressed by numerous highlights and each element is engaged with numerous potential
information sources. In particular, we utilize the Word2Vec word inserting model [3] for circulated portrayal
of Social posts.

In this paper, we need to research the adequacy of long transient memory (LSTM) [4] for assumption
arrangement of short messages with disseminated portrayal in online media. Initial, a word inserting model
dependent on Word2Vec is utilized to address words in short messages as vectors. Second, LSTM is utilized
for learning significant distance reliance between word arrangement in short messages. The last yield from
the last purpose of time is utilized as the expectation result. In our examinations of supposition grouping on
a few social datasets, we contrasted the presentation of LSTM and Naive Bayes (NB) and Extreme Learning
Machine (ELM). As the exploratory outcomes show, our proposed strategy can accomplish preferable
execution over customary probabilistic model and neural organizations with additionally preparing
information. This shows the capability of utilizing profound learning strategies for notion investigation.
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Further examination is expected to confirm the viability of the proposed approach in bigger scope. The rest
of this paper is coordinated as follows: Sec. 2 records the connected works, and Sec. 3 portrays the proposed
strategy. The exploratory outcomes are depicted in Sec. 4. Furthermore, a few conversations of the outcomes
are summed up in Sec.5. At long last, Sec. 6 records the ends.

2 Related Work

Fake neural organization is an organization structure propelled by neurons in human minds. Hubs are
coordinated into layers, and hubs in adjoining layers are associated by edges. Calculations are done in a feed-
forward way, and blunders can be back-engendered to past layers to change the loads of comparing edges.
Outrageous Learning Machines (ELMs) [5] are a unique kind of neural organizations where the loads are
not changed by back spread. The concealed hubs are haphazardly doled out and never refreshed. In this
manner, the loads are normally educated in one single step, which is generally a lot quicker.

For more intricate relations, profound learning strategies are received, which use various concealed
layers. With more profound organization structures, it as a rule requires some investment. These strategies
were made possible gratitude to the new advances of figuring powers in equipment, and the GPU handling
in programming advances. Contingent upon the various methods of organizing different layers, a few sorts
of profound neural organizations were proposed, where CNNs and RNNs are among the most well known
ones. CNNs are normally utilized in PC vision since convolution activities can be normally applied in edge
recognition and picture honing. They are likewise valuable in computing weighted moving midpoints, and
figuring drive reaction from signals. RNNs are a sort of neural organizations where the contributions of
shrouded layers in the current purpose of time rely upon the past yields of concealed layer. This makes them
conceivable to manage a period grouping with fleeting relations, for example, discourse acknowledgment.
As indicated by past relative investigation of RNN and CNN in characteristic language handling [6], RNNs
are discovered to be more powerful in slant examination than CNNs.

Accordingly, we center around RNNs in this paper. As the time succession fills in RNNs, it's feasible
for loads to develop out of hand or to evaporate. To manage the evaporating inclination issue [7] in preparing
regular RNNs, Long Short-Term Memory (LSTM) [4] was proposed to learn long haul reliance among longer
time span. Notwithstanding information and yield doors, fail to remember entryways are included LSTM.
They are frequently utilized for time arrangement forecast, and hand-composing acknowledgment. In this
paper, we use LSTM in learning opinion classifiers of short messages. For common language preparing, it's
helpful to investigate the distributional relations of word events in archives. The least difficult path is to
utilize one-hot encoding to address the event of each word in reports as a parallel vector. In distributional
semantics, word implanting models are utilized to plan from the one-hot vector space to a constant vector
space in a much lower measurement than regular sack of-words model. Among different word implanting
models, the most famous ones are dispersed portrayal of words, for example, Word2Vec [3] and GloVe [8],
where neural organizations are utilized to prepare the event relations among words and reports with regards
to preparing information. In this paper, we embrace the Word2Vec word installing model to address words
in short messages. At that point, LSTM classifiers are prepared to catch the drawn out reliance among words
in short messages. The assessment of every content would then be able to be named positive or negative.

3 The Proposed Method

3.1 Preprocessing and Feature Extraction

In the first place, short messages are gathered with specially crafted crawlers for various web-based media.
At that point, preprocessing errands are expected to cleanup post substance. For instance, URL joins,
hashtags, and emojis are separated. Additionally, stopword expulsion is performed to zero in on substance
words. For Chinese posts, we utilized Jieba for word division. At that point, we extricate metadata, for
example, banner ID, posting time, and the quantity of retweets and preferences. These will be utilized as
extra highlights for order.

3.2 Word Embedding

In sack of-words model, it's extremely high dimensional, and there's an absence of context oriented relations
between words. To all the more likely address the restricted substance in short messages, we use Word2Vec
word implanting model [3] to gain proficiency with the relevant relations among words in preparing
information. Likewise, the fixed number of measurements in word implanting model can encourage more
productive calculations. There are two general models in Word2Vec, Continuous Bag-of-Words (CBOW)
and Skip-gram. Since much better execution for skip-gram model in semantic examination can be acquired
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[3], we use word vectors prepared by means of Word2Vec Skip-gram model as the contributions to the
accompanying phase of order.

4 Long Short-Term Memory (LSTM)

After representing each word by its corresponding vector trained by Word2Vec model, the sequence of words

{T1, ..., Tn} are input to LSTM one by one in a sequence, as shown in Fig.1
¥
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Figure 1: The idea of LSTM

In Fig.1, each term Ti is first converted to the corresponding input vector xi using Word2Vec model and
input into LSTM one by one. At each time j, the output W of the hidden layer Hj will be propagated back to
the hidden layer together with the next input xj+1 at the next point of time j+1. Finally, the last output Wn
are going to be fed to the output layer.

To suits the sequential input of LSTM, we first convert posts into three-dimensional matrix M(X, Y,
Z), where X is that the dimension of Word2Vec word embedding model, Y is the number of words within
the post, and Z is that the number of posts. To avoid the very long training time, we adopt one hidden-layer
neural network. The number of neurons in input layer is the same as the dimension of Word2Vec model, and
the number of neurons in output layer is the number of classes, which is 2 in this case. By gradient-based
back transmission from beginning to end time, we can adjust the weight of limits in out of sight layer at each
position of time. After several epochs of coaching, we will obtain the sentiment classification model.

5 Sentiment Classification

5.1. Sentiment Classification Techniques

It’s hard for machines to know human language, and more so when identifying complex human experiences
like tone, attitudes, and emotion. Natural Language Processing (NLP) aims to unravel this problem by using
linguistics and computing to rework text into something that computers can understand.
By applying a spread of NLP techniques — like tokenization, lemmatization, dependency parsing, word
meaning disambiguation, and bag-of-words to research the syntactic and semantic aspects of a text,
classifiers are able on the way to method natural language data to realize emotions like annoy, anxiety,
delight, and dissatisfaction. While some NLP models are more emotionally intelligent than others, sentiment
classification systems generally use one among three algorithms:

¢ Rule-Based Systems

e Automated Systems (Based on Machine Learning)

e Hybrid Systems

5.2 Rule-Based Systems

This approach applies a series of hand-crafted rules to decide a pattern for every tag. For sentiment
classification harms, rule-based systems rely on a glossary, which is a list of positive terms (like good quality,
attractive, helpful, motivating, etc) and negative terms (such as bad, ugly, uncomfortable, frustrated, etc).
When fed a bit of text, the model counts the quantity of positive and negative words that appear, and assigns
the corresponding sentiment. If a turn of phrase contain more enriching than harmful words, it’s tagged as
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Positive. However, this approach has some limitations. It can’t recognize words that don’t appear surrounded
by the lexicon, and separates words from their context units making it difficult to spot polysemy, sarcasm,
and irony.

5.3 Automated Systems (Based on Machine Learning)

Automated system uses mechanism erudition algorithms that learn to calculate sentiment from past
observations. For this Al approach, you would like an example dataset (similar to the info you’d wish to
analyze) the length of side their corresponding tags. This is called training data. During the instruction
process, the mock-up transforms text data into vectors (an collection of numbers with prearranged in
sequence, principally, impressive that equipment can recognize) and identify a outline to associate each
vector with one among the pre-defined tags (“Positive”, “Negative”,”Neutral”). After being fed an
reasonably priced amount of relevant data, automated systems can start making their own predictions to
classify unseen data. You can easily improve accuracy of folks models by providing more tagged examples.

5.4 Hybrid Systems

Hybrid systems merge together rule-based and machine learning-based approach. First, the form learns to
notice sentiment from a series of tag example. Then, it compares the outcome with a lexicon to recover
precision. The goal is on the way to get the simplest possible outcome, with none of the boundaries of each
individual approach.

5.5 Applications of Sentiment Classification

Through sentiment classification, we resolve understand opinions on an huge scale. This can have many
applications for businesses, similar to finding insights in customer feedback, keeping an gaze at fixed on
brand reputation, and spotting marketing trends and opportunities.

5.6 Customer Feedback

Sentiment classification can help you insert up of customer feedback, and allow you to advise actionable
insights from survey responses, product reviews, and customer support interactions. Analyzing sentiment in
open-ended NPS responses can shed light on the explanation behind customers’ quantitative scores, as well
as on specific aspects of your business that require more attention. If the mainly complaint among your
detractors is that customer support teams are slow to respond, for occurrence, you'll effort to automate a
measurement of your customer service.

5.7 Social Media Monitoring

Companies use different metrics to watch user engagement and keep track of social media mentions.
Sentiment classification allows you to travel beyond the numbers and find out how customers are talking
about your brand, also as boost customer loyalty and brand value by replying swiftly and effectively to every
customer.

Analyze sentiment crossways social media platform can help you detect pessimistic and critical comments in
immediate, so you can acquire achievement before they turn into a better problem. Imagine you received a
bunch of responses during a similar vein to the present one, below. You’d want to detect them directly, and
respond effectively and empathetically.

6 Experiments

In order to evaluate the performance of our proposed approach, we conducted three different experiments.
First, we used English movie reviews from IMDB. Second, we experienced Chinese movie analysis
annotations from Douban. Finally, we evaluated the performance for Chinese posts inside the PTT discussion
forum.

In the primary dataset, there are 50,000 evaluation comments in IMDB Large Movie evaluation Dataset
[9], where 25,000 were used as preparation and 25,000 as analysis data. To avoid influence from pre vious
comments of the same movie, we collected no more than 30 reviews for each movie. The ranking of each
movie was used as the position truth, where a rating above 7 as constructive, and a rating below 4 as
pessimistic.
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In the second dataset, we collected top 200 movies for each of the 10 categories in Douban Movies.
The top 40 to 60 review comments were extracted from each movie according to their popularity. The ground
truth of this dataset was set as follows: a rating of 1-2 as negative, and a rating of 4-5 as positive. The
comments with a rating of 3 or no ratings are ignored. After removing these comments, there are 12,000
comments where 6,000 were used as training and 6,000 as test data. In the third dataset for the most popular
social media platform PTT in Taiwan, we collected 3,500 posts during Aug. 31 and Sep. 1, 2015 and the
corresponding 34,488 comments as the training data, and 1,000 posts during Sep. 2 and Sep. 3, 2015 and the
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6,825 comments as the test data.The user ratings of like/dislike are used as the ground truth of this dataset.
To evaluate the classification performance, standard evaluation metrics of precision, recall, F measure, and
accuracy were used to compare three classifiers: Naive Bayes (NB), Extreme Learning Machine (ELM), and
Long Short-Term Memory (LSTM). Word2Vec model is applied for all three classifiers.

Figure 2: The performance comparison of three classifiers for IMDB reviews

For the first dataset of IMDB movie reviews, the performance comparison among three classifiers are shown
in Fig.2.As shown in Fig.1, the best performance can be achieved for LSTM with a F-measure of 0.859. We
can see the consistently better performance for LSTM than NB and ELM. Naive Bayes is the worst due to
its high false positive rates. This shows the better performance for neural network

methods, especially for deep learning methods. Next, the performance for more casual comments in Douban
Movies is shown in Fig.3
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Figure 3: The performance comparison of classification for Douban comments

They are more difficult to classify than longer reviews in IMDB. To further evaluate the effects of
training data size on the performance, we include more training data from 6,000 reviews to 10,000 and
20,000 in the next experiment. The test data size remains unchanged. The results are shown in Fig.3

As shown in Fig.2, the performance of all three classifiers are comparable with slight differences. The
best performance can be achieved for ELM with a F-measure of 0.765, while LSTM obtained a comparable
F-measure of 0.754. Since the comments are less formal and shorter in lengths, they are more difficult to
classify than longer reviews in IMDB. To further evaluate the effects of training data size on the
performance, we include more training data from 6,000 reviews to 10,000 and 20,000 in the next experiment.
The test data size remains unchanged. The results are shown in Fig.3
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F-measure with Different Training Data Sizes
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Figure 4: The effects of training data size on classification performance

As shown in Fig.4, as the training data size grows, the classification performance improves for all classifiers
except for Naive Bayes at 10,000. The best performance can be achieved for LSTM with a F-measure of
0.847 when training data size reaches 20,000. Next, the performance of three classifiers on PTT posts are
shown in Fig.4.
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Figure 5: The performance comparison of classification for PTT posts

As shown in Fig.5, the best performance can be achieved for ELM with a F-measure of 0.615, and LSTM
with a comparable F-measure of 0.613. LSTM got a higher precision but lower recall for negative posts. The
reason is due to the mismatches between user ratings and the sentiment polarity of the corresponding user
comments. Users often marks their ratings as “likes” for the posts they agree with, but express their strong
negative opinions in their comments. This disagreement is more common in the online forum PTT due to the
special characteristics in the community. The impact of this special behavior is larger for LSTM than the
other two classifiers.

Discussions

From the exploratory outcomes, a few perceptions about the proposed approach are appeared as follows. To
begin with, utilizing word installing models, the opinions of short messages can be viably grouped. Second,
contingent upon various sorts of web-based media, the exhibition may shift. The arrangement execution is
preferable for film audits over easygoing remarks and posts in online discussions. Yet, the presentation of
LSTM is as yet tantamount to ELM and NB. This shows the possibility of a LSTM-based way to deal with
short-text supposition arrangement. Third, information size can likewise influence the arrangement
execution. All the more preparing information can prompt better execution. At long last, unique qualities in
certain online discussions may prompt sub-par characterization execution. This conduct befuddle between
client assessments in remarks and client appraisals mirrors the wry language utilized among the local area
in PTT online discussion. To deal with this special characteristic, we need more training data to train "people
group"- explicit estimation dictionary to mirror the online practices of web-based media local area
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7 Conclusion

In this paper, we have proposed an opinion order approach dependent on LSTM for short messages in web -
based media. Utilizing word embeddings, for example, Word2Vec model, it's doable to prepare the context
oriented semantics of words in short messages. Likewise, profound learning strategies, for example, LSTM
show better execution of notion arrangement when there are more measures of preparing information. For
uncommon local area practices, further examinations utilizing "local area"- explicit conclusion vocabulary
and bigger information sizes are required in future.
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